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RESUMO

A presente dissertagao investiga os beneficios e obstidculos decorrentes da aplicagao de
tecnologias de Inteligéncia Artificial no Poder Judiciario brasileiro, com o fito de avaliar como
a adocdo desses sistemas impacta a efetividade da prestagcdo jurisdicional e a salvaguarda de
direitos fundamentais. O objetivo geral consiste em analisar de que modo a introdugao paulatina
da IA na justica pode impulsionar a tramitagdo processual, ao mesmo tempo em que levanta
preocupacdes relativas a neutralidade decisoria, a integridade dos dados e as implicacdes €ticas
de algoritmos autonomos. A problematica circunscreve-se a busca por equilibrio entre a
celeridade e a seguranca juridicas. Por um lado, a adocdo da IA mostra-se capaz de amenizar
sobrecarga de processos, agilizar o exame de litigios e otimizar a gestdo administrativa no Poder
Judiciario. Por outro, despontam riscos inerentes ao manuseio de informagdes sensiveis, a
possivel perpetuagdo de vieses e ao 6nus de assegurar que decisdes automatizadas ndo colidam
com principios constitucionais, como a isonomia e o devido processo legal. Justifica-se o estudo
pela relevancia social e académica de se compreender em profundidade os limites e as
possibilidades de tais mecanismos, sobretudo em face de uma crescente demanda por eficiéncia
na resoluc@o de conflitos sem prejuizo dos valores democraticos. No que tange a estrutura, a
dissertacdo encontra-se dividida em trés partes. A primeira expde o panorama do sistema
judicidrio brasileiro, destacando a carga processual acumulada e a transformagdo digital
promovida pelo Conselho Nacional de Justica, inclusive na regulamentacdo de ferramentas de
IA. A segunda parte aborda as providéncias efetivadas pelo Judicidrio para acelerar o
andamento processual e atenuar prejuizos ocasionados pela morosidade na resolugdo de litigios,
com especial aten¢do as iniciativas conduzidas pelos Conselhos, Tribunais de Justica Estaduais
e Tribunais Superiores e aos dados obtidos no “Painel da Pesquisa sobre Inteligéncia Artificial
no Poder Judiciario —2023”. Por fim, a terceira parte aprofunda as controvérsias éticas, juridicas
e técnicas decorrentes da adocdo da IA, examinando temas como a responsabilidade civil por
danos advindos de decisdes algoritmicas, o potencial de autoconsciéncia das maquinas e a
imputacao de direitos e deveres a sistemas autonomos, bem como a necessidade de harmonizar
avangos tecnoldgicos com direitos fundamentais, bem como o Projeto de Lei n® 2338/2023 que
regulamenta o uso da IA no Brasil. A metodologia adotada configura-se em pesquisa aplicada,
no formato monografico, apoiada em abordagem qualitativa de dados secundarios. A revisao
bibliografica e documental envolveu fontes doutrinirias, normativas e jurisprudenciais
diretamente ligadas a ado¢do da IA no Judiciario, com destaque para levantamentos do CNJ.
Ademais, foram examinados artigos cientificos em repositérios e portais juridicos de expressao,
permitindo uma visdo critica acerca dos parametros legais e praticos voltados ao uso de
algoritmos no contexto judicial. As conclusdes assinalam que a IA possui potencial
significativo para dinamizar procedimentos e reduzir acumulos de feitos, contribuindo para uma
tutela jurisdicional mais célere. Contudo, o €xito de sua aplicagdo exige fiscalizacdo continua,
mecanismos de transparéncia algoritmica e salvaguarda de garantias fundamentais. Aspectos
éticos, como a responsabilidade civil por decisdes automatizadas, e a necessidade de
regulamentagdes especificas figuram como desafios centrais a serem enfrentados para que o
desenvolvimento tecnolédgico se efetive sem descurar dos pilares constitucionais.

Palavras-chave: Inteligéncia Artificial. Beneficios. Riscos. Poder Judiciario brasileiro.



ABSTRACT

This dissertation investigates the benefits and challenges arising from the application of
Artificial Intelligence technologies within the Brazilian Judiciary, aiming to assess how the
adoption of such systems impacts the effectiveness of judicial services and the protection of
fundamental rights. The general objective is to analyze how the gradual introduction of Al into
the justice system can accelerate case processing while raising concerns regarding decision
neutrality, data integrity, and the ethical implications of autonomous algorithms. The central
issue revolves around achieving a balance between judicial efficiency and legal security. On
the one hand, adopting Al appears capable of alleviating case backlogs, expediting dispute
resolution, and optimizing administrative management within the Judiciary. On the other hand,
inherent risks emerge, such as the handling of sensitive information, the potential perpetuation
of biases, and the challenge of ensuring that automated decisions align with constitutional
principles, such as equality and due process. This study is justified by the social and academic
relevance of thoroughly understanding the limitations and possibilities of such mechanisms,
particularly in light of the increasing demand for efficiency in conflict resolution without
compromising democratic values. Regarding its structure, the dissertation is divided into three
parts. The first part presents an overview of the Brazilian judicial system, emphasizing
accumulated case backlogs and the digital transformation led by the National Council of Justice,
including the regulation of Al tools. The second part addresses measures implemented by the
Judiciary to expedite case handling and mitigate delays in dispute resolution, with a particular
focus on initiatives led by the Councils, State Courts of Justice, and Higher Courts, as well as
data from the “Survey Panel on Artificial Intelligence in the Judiciary —2023”. Finally, the third
part delves into the ethical, legal, and technical controversies surrounding Al adoption,
examining issues such as civil liability for damages caused by algorithmic decisions, the
potential for machine self-awareness, and the attribution of rights and duties to autonomous
systems. This part also explores the necessity of harmonizing technological advancements with
fundamental rights and evaluates Bill No. 2338/2023, which seeks to regulate Al use in Brazil.
The methodology adopted is applied research in a monographic format, supported by a
qualitative approach to secondary data. The bibliographic and documentary review involved
doctrinal, normative, and jurisprudential sources directly related to Al adoption in the Judiciary,
with particular emphasis on studies conducted by the National Council of Justice. Additionally,
scientific articles from prominent legal repositories and portals were analyzed, enabling a
critical perspective on the legal and practical parameters of algorithm use in judicial contexts.
The conclusions highlight that Al holds significant potential to streamline procedures and
reduce case backlogs, contributing to a more efficient judicial system. However, its successful
implementation requires continuous oversight, mechanisms for algorithmic transparency, and
safeguarding fundamental guarantees. Ethical aspects, such as civil liability for automated
decisions, and the need for specific regulations emerge as central challenges to ensure that
technological development progresses without disregarding constitutional foundations.

Keywords: Artificial Intelligence. Benefits. Risks. Brazilian Judiciary.
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1 INTRODUCAO

A presente pesquisa destina-se ao escrutinio da repercussao promovida pela adogao
gradativa da Inteligéncia Artificial no ambito do Poder Judiciario brasileiro, com destaque para
as vantagens e vulnerabilidades advindas da incorporagao do uso de recursos tecnologicos desta
natureza. Nas ultimas décadas, o aperfeigoamento tecnologico provocou transformagdes
estruturais de grande envergadura na sociedade, reconfigurando paradigmas de interagao social,
comunicacao e producao de bens e servigos.

Referido processo vem sendo impulsionado por avangos em capacidade computacional,
interconexao mundial e armazenamento de dados, fatores que facilitam varios aspectos da vida
cotidiana. Destarte, consolida-se um ambiente tecnologico, caracterizado pela propagacao agil
e quase universal de informagdes, envolvendo ampla parcela da populagao mundial.

A TA exsurge, nesse cenario, como um dos progressos mais disruptivos da atualidade.
Trata-se de um mecanismo projetado para desempenhar, com eficiéncia e celeridade, fungdes
outrora circunscritas a cognicdo humana. Contudo, tais sistemas ndo pressupdem a posse de
autoconsciéncia, tampouco a compreensdo integral do contexto em que operam, nem sao
providos de faculdades para gerenciar de forma simultinea finalidades diversas e conflitantes'.

A adogdo dessa tecnologia no setor publico, sobretudo no Poder Judiciario, vem
crescendo de modo expressivo, lastreada pela busca de maior efetividade na prestacao
jurisdicional e pela expansdo do acesso a justi¢a. Verifica-se que o uso de solucdes fundadas
em [A em funcdes judiciais apresenta resultados promissores, como a automagao de tarefas, a
mitigagdo de acimulos processuais e a aceleragdo na solugdo de litigios. Em contrapartida,
surgem contingéncias que exigem apreciacdo mais criteriosa. A introducdo dessa tecnologia
deve ser executada com cautela, a fim de prevenir possiveis violagdes a direitos fundamentais,
como a neutralidade decisoria, a lisura procedimental e a isonomia efetiva no acesso a justica.
Nesse sentido, torna-se medida cogente compatibilizar o progresso tecnologico com os valores
constitucionais que sustentam o ordenamento juridico patrio.

O objetivo central desta andlise consiste em analisar a adogdo paulatina da Inteligéncia
Artificial pelo judiciario brasileiro, com particular atengdo aos beneficios e obstaculos que essa
integragdo impoe a efetividade do processo, consequente efetividade da prestacao jurisdicional.
Busca-se avaliar de que modo a adocdo dessas inovagdes afeta a dindmica da atividade

jurisdicional e da administragdo da justiga, ponderando tanto as facilidades proporcionadas

' MACHADO SEGUNDO, Hugo de Brito. Direito e Inteligéncia Artificial: o que os algoritmos tém a ensinar
sobre interpretacdo, valores e justiga. Indaiatuba, SP: Editora Foco, 2023. E-book.



quanto os impedimentos identificados, de modo que a incorporagao de tais ferramentas assegure
a celeridade processual, portanto, efetiva.

Ressalta-se, desde ja, que, com a finalidade de transformar o panorama atual de
sobrecarga e morosidade processual, em conformidade com o escopo legal de assegurar a
efetividade do processo, o Poder Judicidrio canaliza esforgos relevantes a adogdo de
ferramentas vanguardistas, com énfase na integracdo da [A em suas rotinas. A implementac¢ao
de sistemas alicer¢ados em IA detém o potencial de reformular a gestao e a avaliagao dos feitos
judiciais, ofertando respostas mais eficientes as demandas sujeitas ao crivo jurisdicional.

A aplicagdo de solucdes tecnologicas baseadas em IA ja se constata em diversas esferas
do sistema judicial nacional. Enumeram-se, entre os beneficios aferidos, a triagem e a
classificagdo automatizadas de processos, por meio das quais algoritmos complexos organizam,
com elevada presteza, volumosos conjuntos de casos, encaminhando-os com exatidao aos foros
e magistrados competentes, possibilitando, assim, maior dinamismo nos tramites processuais.

Registra-se, igualmente, a possibilidade de progndstico de padrdes de litigancia, que,
mediante o exame de dados historicos, aponta potenciais areas de aumento de demandas,
permitindo a distribuicdo estratégica de recursos estruturais e humanos para suprir as
necessidades nelas sobressalentes. Cita-se, ainda, o suporte a construgdo de decisdes judiciais,
fornecendo precedentes, legislagdes e doutrinas diretamente relacionadas as questdes em
analise, bem como a automacao de tarefas administrativas, tais como emissao de comunicagoes
oficiais e agendamento de sessdes de instrucdo, dentre outras funcionalidades.

Apesar das relevantes contribuigdes que a IA proporciona ao judicidrio, sua
implementa¢do encontra barreiras que ndo podem ser ignoradas, como a necessidade de
resguardar dados de carater sensivel, a lisura procedimental no desenvolvimento dos algoritmos
empregados, além de sopesar temas éticos e normativos que envolvem o uso desse género de
tecnologia. Salienta-se que, se tais contingéncias ndo forem adequadamente gerenciadas,
podem vulnerar direitos fundamentais, ocasionando dissonancias que abalam a efetividade da
prestacdo jurisdicional almejada com a aplicacdo tecnoldgica’.

Diante desse quadro, formula-se a indagagao principal desta pesquisa: em que medida
o uso de solugdes de Inteligéncia Artificial pelo Poder Judicidrio brasileiro auxilia na busca por

equilibrio entre a celeridade e seguranca juridicas? Como linhas complementares, questiona-

2 BRASIL. Conselho Nacional de Justica. Painel de Projetos de IA no Poder Judicidrio — 2022. Brasilia: CNJ,
2022. Disponivel em: https://paineisanalytics.cnj.jus.br/single/?appid=9e4f18ac-e253-4893-8cal-
b81d8af59ff6&sheet=b8267e5a-1f1f-41a7-90ff-d7a2f4ed34ea&lang=pt-

BR&theme=IA PJ&opt=ctxmenu,currsel&select=language,BR. Acesso em: 15 mar. 2024.


https://paineisanalytics.cnj.jus.br/single/?appid=9e4f18ac-e253-4893-8ca1-b81d8af59ff6&sheet=b8267e5a-1f1f-41a7-90ff-d7a2f4ed34ea&lang=pt-BR&theme=IA_PJ&opt=ctxmenu,currsel&select=language,BR
https://paineisanalytics.cnj.jus.br/single/?appid=9e4f18ac-e253-4893-8ca1-b81d8af59ff6&sheet=b8267e5a-1f1f-41a7-90ff-d7a2f4ed34ea&lang=pt-BR&theme=IA_PJ&opt=ctxmenu,currsel&select=language,BR
https://paineisanalytics.cnj.jus.br/single/?appid=9e4f18ac-e253-4893-8ca1-b81d8af59ff6&sheet=b8267e5a-1f1f-41a7-90ff-d7a2f4ed34ea&lang=pt-BR&theme=IA_PJ&opt=ctxmenu,currsel&select=language,BR
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se: a) quais repercussdes ja podem ser observadas em decorréncia do uso da IA no ambito do
Judiciario brasileiro?; b) quais solugdes vém sendo postas em pratica para superar as questdes
ligadas a tutela de dados pessoais, a lisura procedimental dos aplicativos de IA e a robustez das
plataformas digitais?; e c¢) quais sdo os principais impasses €ticos e juridicos que surgem do uso
dessa tecnologia pelo Poder Judiciario?

Responder as questdes levantadas ¢ inevitavel para a devida compreensdo dos entraves
impostos pela implementacgao de IA no Judiciario, além de viabilizar a identificagao das formas
pelas quais tais Obices podem comprometer a capacidade judicial de salvaguardar a efetividade
do processo e da prestacao jurisdicional constitucionalmente atribuida.

A justificativa para o estudo das implicagdes resultantes da introdu¢@o da IA no Poder
Judiciario brasileiro, com foco nos beneficios e desafios que ecoam em relagdao ao tema,
encontra-se na convergéncia de elementos juridicos, académicos e sociais que confirmam a
magnitude e a imediatidade desta analise.

Do ponto de vista juridico, o uso da IA pelo Poder Judicidrio suscita reflexdes
diretamente ligadas ao principio da efetividade do processo e a efetividade da prestagdo
jurisdicional. A ado¢do dessa inovacdo mostra-se fundamental ao enfrentamento do antigo
problema da dilacdo indevida da marcha processual, que onera a justica brasileira,
prejudicando, de forma evidente, a efetividade do processo e, por extensdo, a concretizagao da
justica.

Nao obstante, a perspectiva de maior celeridade judicial associada a tecnologia
cognitiva autonoma ¢ acompanhada por preocupagdes legitimas acerca da qualidade das
decisdes judiciais elaboradas com o suporte dessa ferramenta, da clareza na logica
computacional empregada e da preservacao de dados sensiveis, conforme aduzido.

Lado outro, ha desafios correlatos atinentes ao uso de um sistema tecnoldgico cujos
méritos, ainda que notorios, exigem estudos aprofundados com vistas a sanar inconsisténcias e
prevenir repercussdes adversas ao modelo judicial e a coletividade. Uma reflexdo juridica
aprofundada, portanto, faz-se imprescindivel para garantir que a modernizagao tecnolédgica do
sistema judicidrio ocorra em congruéncia com as normas fundamentais que norteiam o Estado
Democriatico de Direito.

Sob ponto de vista académico, o presente exame acrescenta ao debate cientifico,
promovendo o desenvolvimento do conhecimento acerca dos impactos da tecnologia no direito.
Procura, do mesmo modo, enriquecer o discurso académico através de uma avaliacdo
fundamentada das repercussdes da IA no processo judicial, ofertando balizas tedricas e

normativas que considerem as contribui¢des do emprego de ferramentas tecnologicas no Poder
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Judiciario, bem como a complexidade técnica e as consequéncias éticas implicadas no assunto.
Com a base teodrica apresentada, expande-se o repertdrio de conhecimento disponivel sobre o
tema, ao passo em que confere subsidios para praticas juridicas e investigacdes futuras.

Do ponto de vista social, a importancia do tema revela-se no impacto que a efetividade
do processo exerce sobre a sensacao de democratizagao da tutela jurisdicional e a possibilidade
de o sistema judicidrio oferecer solugdes adequadas as demandas sociais. A adocao de solugdes
em IA pelo judicidrio vem acompanhada da expectativa de tornar a justica mais agil e acessivel,
contribuindo para o aumento da confianga publica no sistema judicial brasileiro. Torna-se
imprescindivel, pois, que a inser¢ao da IA nos Tribunais e Conselhos de Justica seja conduzida
com cautela, em estrita observancia aos direitos e garantias fundamentais pré-existentes.

Quanto a metodologia, no que concerne a sua esséncia, a pesquisa enquadra-se como
aplicada, em formato monografico, método escolhido frente a necessidade de uma analise
minuciosa das transformagdes advindas da aplicagdo de tecnologias inovadoras no judiciario
brasileiro, mormente da IA, e beneficios ¢ desafios correlatos a sua implementacdo. Desse
modo, emprega-se a observacao e analise de dados secunddrios, assentada em compilacdo de
fontes doutrinarias, normativas e jurisprudenciais vinculadas ao tema.

A pesquisa expande-se ao espaco digital, examinando artigos cientificos disponiveis em
bancos de conteudo juridico de expressiva importancia, bem como em plataformas como
Google Académico e repositdrios institucionais, as quais disponibilizam acesso a periddicos,
monografias, dissertagdes e teses afins. Ademais, realizou-se consulta junto a bases de dados
do Conselho Nacional de Justiga, em particular o “Painel de Estatisticas do Poder Judiciario” e
a “Plataforma Sinapses”, para a coleta de informagdes atualizadas sobre o volume de processos
judiciais no Brasil, duracdo processual, projetos de IA em exercicio ou desenvolvimento nos
Tribunais e Conselhos, bem como as normativas incidentes sobre a matéria.

A triagem das fontes secundarias foi orientada por palavras-chave como “efetividade do

29 ¢¢ 29 ¢

processo”, “duragao razoavel do processo”, “celeridade”, “projetos de Inteligéncia Artificial no
Poder Judiciario”, “ética e transparéncia no uso da Inteligéncia Artificial”, “prote¢dao de dados
no uso da Inteligéncia Artificial”, dentre outras necessarias.

A metodologia adota, ainda, uma técnica qualitativa, focada na interpretagdo e avaliacao
de dados tedricos e estatisticos, partindo da analise de nogdes, opinides de especialistas na
matéria e levantamentos executados pelo CNJ, cujos dados embasam o arcaboucgo teorico-
normativo a seguir apresentado.

Inserida na 4area de “Direito, Inovagdo e Tecnologia” do Programa de Mestrado

Profissional em Direito do IDP, esta pesquisa visa conduzir uma analise critica dos beneficios
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e obstaculos associados a implementacao da tecnologia cognitiva autonoma no Poder Judiciario
brasileiro.

Dividido em trés partes, o presente estudo inicia-se com uma abordagem acerca do
panorama atual do sistema judicidrio brasileiro e das providéncias implementadas para mitigar
a elevada carga processual e a excessiva lentiddo que permeiam o Poder Judiciario. Ademais,
examina-se a transformacdo digital do Poder Judiciario ao longo dos ultimos anos, com énfase
nas deliberagcdes do Conselho Nacional de Justica relacionadas a adogao e regulamentagao da
Inteligéncia Artificial. O exame realga a repercussao dessas ferramentas na modernizagao do
Judiciario e no propdsito de assegurar maior efetividade processual.

A segunda parte centra-se nas providéncias efetivadas pelo Judiciario para imprimir
maior celeridade aos trAmites processuais € amenizar os prejuizos decorrentes da morosidade
na resolucdo de litigios, as quais afetam diretamente os jurisdicionados que recorrem ao sistema
judicial em busca da tutela de seus direitos.

Diante da abrangéncia de projetos tecnologicos em curso ou ja aplicados, a averiguacao
restringir-se-a4 as iniciativas conduzidas pelos Conselhos, Tribunais de Justiga Estaduais e
Tribunais Superiores. Tal andlise respaldar-se-4 nos dados mais recentes tornados publicos pelo
Conselho Nacional de Justiga em 2024, com realce para o “Painel da Pesquisa sobre Inteligéncia
Artificial no Poder Judiciario — 2023”, que contou com a participacao de 94 6rgaos.

Por fim, a terceira parte aprofundar-se-a nas controvérsias €ticas, juridicas e técnicas
emanadas da integracdo da IA as estruturas judiciais e sociais. Além de expor os obstaculos
referentes a responsabiliza¢do civil por prejuizos advindos de decisdes algoritmicas, serdo
examinados os dilemas concernentes a possivel evolugdo da autoconsciéncia das maquinas e a
imputacdo de direitos e deveres a sistemas autonomos.

A regulamentagao da IA em tramite pelo Projeto de Lei n® 2338/2023, sera estudada sob
a Otica da necessidade de harmonizar o desenvolvimento tecnoldgico com a tutela de direitos
fundamentais, a contencao de vieses discriminatérios e a salvaguarda de lisura e isonomia no

emprego de tais tecnologias no ambito do Poder Judicidrio.
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2 TRANFORMACAO DIGITAL NO PODER JUDICIARIO BRASILEIRO COMO
MECANISMO DE ALCANCE A EFETIVIDADE DO PROCESSO E DA
PRESTACAO JURISDICIONAL

Embora a efetividade do processo e da prestacdo jurisdicional seja reconhecida na
ordem juridica brasileira como preceito fundamental, o Poder Judiciario ainda enfrenta
percalcos para atingi-la, destacando-se o grande volume de processos em tramitagao e a lentidao
na resolu¢ao das demandas.

A expressiva quantidade de acdes em andamento sinaliza a intensifica¢ao da busca pelo
sistema judiciario na defesa de direitos, elemento que pode ser relacionado & expansdo do
acesso ao conhecimento decorrente das transformacdes tecnoldgicas recentes. Todavia, ao
recorrerem ao judicidrio, as partes deparam-se com a morosidade da méaquina judicial, que nao
satisfaz a contento a finalidade a que se propde.

A situagdo suscita preocupacdo sob dois aspectos. O primeiro corresponde ao
crescimento exponencial dos litigios ano apds ano. O segundo recai sobre a obrigagao do Estado
de fornecer uma resposta jurisdicional eficiente e sem demora desarrazoada, de modo a
concretizar a garantia de efetividade do processo e da prestagdo jurisdicional, algada ao patamar
de direito fundamental.

Em razao disso, o primeiro capitulo do estudo versa sobre a realidade do judiciario
brasileiro e as iniciativas adotadas para atenuar tanto a carga processual quanto a demora
persistente. Serdo examinados o panorama atual da justica brasileira e a evolugdo digital
promovida no dmbito do Poder Judicidrio nos ultimos anos, com realce para a adogdo e a

regulamentacdo da Inteligéncia Artificial pelo Conselho Nacional de Justiga.

2.1 Breve passagem pelo atual panorama da justica brasileira

O panorama do sistema judiciario brasileiro, at¢ 30 de novembro de 2024, expde um
quadro de desafios estruturais marcados por elevados indices de congestionamento processual,
progresso gradual em parametros historicos e expressivas desigualdades entre as diferentes
esferas da justica. Nesta conjuntura, dados relativos a Taxa de Congestionamento Bruta,
consolidada em 65,46%, revelam que uma parcela significativa, correspondente a

aproximadamente dois tergos dos processos em tramite, permanece sem solugdo definitiva®.

3 BRASIL. Conselho Nacional de Justica. Estatisticas do Poder Judicidrio. Brasilia: CNJ, 2024. Disponivel em:
https://painel-estatistica.stg.cloud.cnj.jus.br/estatisticas.html. Acesso em: 15 dez. 2024.
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A Justiga Federal, com uma Taxa de Congestionamento Bruta de 67,52%, e a Justiga
Estadual, apresentando 67,12%, destacam-se entre os segmentos com maiores indices,
superados apenas pela média consolidada. Em contrapartida, a Justiga Eleitoral registra o menor
congestionamento, fixado em 42,22%, refletindo maior eficiéncia na tramitagdo de processos.
Desde 2021, observa-se uma redugdo constante nos indices de congestionamento, atribuivel ao
aperfeicoamento de politicas de gestdo judicidria e a ampla digitalizacdo dos procedimentos.
Atualmente, 99,30% das novas agdes sao protocoladas em formato eletronico, demonstrando
uma evolucdo estrutural no tratamento das demandas judiciais®.

O Poder Judiciario enfrenta uma carga processual superior a 80 milhdes de acdes em
tramitacdo, sendo 62,8 milhdes classificadas como pendentes liquidas, ou seja, ja descontados
0s casos suspensos ou arquivados provisoriamente. Em 2024, mais de 40 milhdes de processos
foram julgados, o que denota uma produtividade expressiva. Contudo, o elevado volume inicial,
aliado a complexidade das demandas, impede uma redugio substancial do acervo acumulado®.

Persistem, contudo, 4,8 milhdes de processos conclusos pendentes de decisdo por mais
de 100 dias, realidade indicativa de que gargalos temporais comprometem a eficiéncia do
sistema judicial. A digitalizacdo consolidada no judicidrio apresenta-se como marco de
modernizagao, reduzindo custos, otimizando a gestao processual e contribuindo a celeridade na
tramitagdo das agdes. Atualmente, apenas 0,70% dos novos casos ingressam em formato fisico,
concentrando-se majoritariamente na Justica Estadual, o que reforca a necessidade de maior
uniformizagao tecnolégica entre as diferentes esferas do judiciario®.

Durante todo o ano de 2024, o sistema judicial registrou uma movimentacao expressiva,
com a prolagdo de mais de 62 milhdes de decisdes e cerca de 72 milhdes de despachos, além
da realizagdo de quase 9 milhdes de audiéncias, das quais 3,8 milhdes foram destinadas a
conciliagdo. Frise-se que esses dados refletem esforcos no fomento a solu¢do consensual de
controvérsias, embora ainda exista espaco para sua ampliagcdo. No ambito recursal, constatou-
se que o volume de recursos julgados (2,59 milhdes) superou ligeiramente o nimero de novos
recursos apresentados (2,54 milhdes), o que demonstra uma tentativa de redugdo do passivo
recursal, apesar de 1,09 milhdo de recursos permanecerem pendentes de julgamento’.

Desperta aten¢do a permanéncia de mais de 16 milhdes de processos sem qualquer

movimentagdo nos ultimos 100 dias, situacdo que evidencia estagnacao em parcela relevante

4 Ibidem, loc. cit.

3 Ibidem, loc. cit.

¢ Ibidem, loc. cit.

" BRASIL. Conselho Nacional de Justica. Estatisticas do Poder Judicidrio. Brasilia: CNJ, 2024. Disponivel em:
https://painel-estatistica.stg.cloud.cnj.jus.br/estatisticas.html. Acesso em: 15 dez. 2024.
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do acervo judicial. Assim sendo, mais de 4 milhdes de processos figuram entre os 5% mais
antigos em tramitagdo em cada 6rgao julgador, o que compromete tanto a previsibilidade quanto
a efetividade da tutela jurisdicional®.

Em relacdao ao tempo de tramitacao, os dados evidenciam periodos excessivamente
longos entre etapas cruciais, como a distribui¢do inicial, o primeiro julgamento e a primeira
baixa. Convém salientar que o intervalo médio até a primeira baixa alcanga 924 dias, enquanto
até o primeiro julgamento chega a 868 dias. Ainda mais alarmantes sao os tempos médios do
acervo pendente, que atingem 1.461 dias, e do acervo pendente liquido, com 1.146 dias,
demonstrando as dificuldades enfrentadas para concluir a tramitagao processual, mesmo apos a
realiza¢io dos atos decisorios iniciais’.

O exame segmentado dos diferentes ramos da Justica revela discrepancias nos tempos
médios de tramitagdo. A Justica Federal registra o maior tempo médio até o primeiro
julgamento, com 1.063 dias, seguida de perto pela Justica Estadual, que apresenta 953 dias. Em
oposicdo, a Justica Eleitoral alcanga um desempenho consideravelmente mais eficiente, com
uma média de apenas 54 dias. De igual modo, disparidades semelhantes sdo observadas no
tempo médio até a primeira baixa. Enquanto a Justica Estadual e a Justi¢a Federal apresentam
indices elevados, de 1.013 e 1.012 dias, respectivamente, a Justica Eleitoral destaca-se pela
agilidade, registrando uma média de 77 dias, indicando de maior eficiéncia na finalizagao de
processos'’.

A avalia¢do do tempo médio do acervo pendente liquido evidencia, mais uma vez, a
disparidade entre os ramos do judiciario. A Justi¢a Estadual apresenta o indice mais elevado,
com uma média de 1.285 dias, seguida pela Justica Federal, que registra 693 dias. Por outro
lado, a Justica Eleitoral mantém um padrao notavelmente mais agil, com apenas 83 dias,
diferencas atribuiveis a fatores como a estrutura organizacional de cada ramo, o volume
processual, o nivel de especializagio e as especificidades dos calendarios adotados'!.

O acumulo de processos com tramitagao superior a 15 anos continua a representar um
obstaculo a garantia de acesso a justica em prazo razodvel. Embora a redu¢do do acervo
pendente geral para o acervo pendente liquido constitua um avango concreto, a elevada
propor¢do de casos ndo julgados e mantidos em tramitacdo por periodos prolongados

permanece como um desafio. Denota-se a necessidade de implementacao de politicas publicas

8 Ibidem, loc. cit.
? Ibidem, loc. cit.
10 Tbidem, loc. cit.
T Tbidem, loc. cit.
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e institucionais voltadas a eficiéncia, a racionalizagdo dos procedimentos, ao uso ampliado de
tecnologias e a disseminacao de praticas de conciliagdo e mediagdo no tratamento das demandas
judiciais!?.

Além desses indicadores, o relatorio “Justica em Numeros 20247, elaborado pelo
Conselho Nacional de Justica (CNJ), apresenta dados relativos ao desempenho do judiciario em
2023, indicando um crescimento de 6,8% no Indice de Produtividade da Magistratura (IPM),
que ultrapassou a marca de 2.000 processos baixados por juiz, com uma média diaria de 8,6
solucdes de casos em dias uteis. Ressalta-se, ainda, que, paralelamente, o indice de
Produtividade por Servidor (IPS-Jud) registrou um aumento de 5%, alcangando a marca de 170
processos baixados por servidor no periodo de um ano'’.

A Taxa de Congestionamento apresentou reducdo, situando-se em 70,5%, o que
permitiu a solucdo de quase 30% das demandas no mesmo ano de ingresso, resultado que
representa o segundo melhor indice registrado nos tltimos 15 anos. Ao mesmo tempo, o Indice
de Atendimento a Demanda (IAD) atingiu 99,2%, indicando a baixa de praticamente todos os
casos novos, apesar do aumento de 896 mil processos no estoque total. Mantendo-se o ritmo
atual e na auséncia de novas demandas, projeta-se o esvaziamento completo do acervo judicial
em um periodo estimado de 2 anos e 5 meses'*.

Os dados apresentados revelam igualmente a estrutura do Poder Judiciario, que conta
com 446.534 profissionais, incluindo magistrados, servidores, terceirizados e estagiarios, um
quantitativo superior a populagdo de diversas capitais estaduais. Esses profissionais estdo
distribuidos em 15.646 unidades judiciarias, das quais 12.735 possuem competéncia exclusiva
ou especializada, e 2.098 funcionam como juizos Unicos, compondo um arranjo funcional
heterogéneo. Em 2023, as despesas do judiciario somaram R$ 132,8 bilhoes, representando
1,2% do Produto Interno Bruto (PIB) e 2,38% dos gastos publicos da Unido, estados, Distrito
Federal e municipios. No mesmo periodo, a arrecadacao alcangou RS 68,74 bilhdes, cobrindo
52% das despesas totais'®.

O orcamento total do Poder Judiciario €, em sua maior parte, direcionado as despesas

com pessoal, que representam 89,4% do total, correspondendo a R$ 118,71 bilhdes. O restante,

12 BRASIL. Conselho Nacional de Justiga. Estatisticas do Poder Judicidrio. Brasilia: CNJ, 2024. Disponivel em:
https://painel-estatistica.stg.cloud.cnj.jus.br/estatisticas.html. Acesso em: 15 dez. 2024.

13 BRASIL. Conselho Nacional de Justiga. Justica em niimeros 2024. Brasilia: CNJ, 2024. Disponivel em:
https://www.cnj.jus.br/wp-content/uploads/2024/05/justica-em-numeros-2024-v-28-05-2024.pdf. Acesso em: 8
out. 2024, p. 20.

14 Ibidem, loc. cit.

15> BRASIL. Conselho Nacional de Justica. Justica em niimeros 2024. Brasilia: CNJ, 2024. Disponivel em:
https://www.cnj.jus.br/wp-content/uploads/2024/05/justica-em-numeros-2024-v-28-05-2024.pdf. Acesso em: 8
out. 2024, p. 24.
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equivalente a 10,6% (R$ 14,04 bilhdes), ¢ aplicado em outras areas. Dos valores destinados a
pessoal, 89% sdo voltados a magistrados e servidores, enquanto 9% contemplam beneficios e
1% incluem pensdes e encargos. Quanto a distribuicao funcional, 25% dos recursos financiam
o 1° grau de jurisdi¢cdo, 6% destinam-se ao 2° grau e 1% cobre fungdes administrativas. Os
recursos restantes incluem investimentos em tecnologia da informagdo, que somam R$ 3,64
bilhdes, equivalentes a 27,9% das despesas nesse segmento, além de aportes em capital (21,7%)
e despesas correntes (50,4%)'.

A analise da composicao da for¢a de trabalho no Poder Judiciario demonstra que, dos
22.770 cargos de magistrados previstos, 18.265 estao ocupados. Esses magistrados distribuem-
se entre o 1° grau (13.686), o 2° grau (2.647), os juizados especiais (4.072), as turmas recursais
(1.619) e os tribunais superiores (76). Em relacdo aos servidores, 33.558 estdo alocados nos
tribunais superiores, 5.735 nas turmas recursais, 184.234 no 1° grau, 43.399 no 2° grau e 53.219
desempenham fungdes administrativas. Entre estes ultimos, 73% ocupam cargos
comissionados, enquanto 27% atuam em fung¢des comissionadas. Quanto as despesas com
informatica, estas representam aproximadamente um quarto do total das despesas que nao se
relacionam diretamente a pessoal'’.

Conforme analise de André Hissa, o simples incremento no nimero de magistrados, sem
atencdo a formacao técnica e a capacidade analitica, ndo € suficiente para mitigar a sobrecarga
e a lentidao do sistema judiciario. O enfrentamento desses desafios, portanto, demanda uma
abordagem dos problemas estruturais, a reavaliacdo de métodos e processos de trabalho e o
direcionamento de esfor¢os ao aprimoramento da qualificagdo profissional. Somente com tais

medidas seré possivel alcancar ganhos efetivos na eficiéncia do Poder Judiciario'®.

2.2 A duragio razoavel do processo como imperativo constitucional

Para acompanhar a evolucao tecnologica, o Poder Judiciario brasileiro viu-se compelido
a reorganizar-se estruturalmente. Os recursos tecnologicos tém, cada vez mais, atuado como
suporte as atividades humanas e na promog¢ao de maior eficiéncia na prestacdo jurisdicional.

Trata-se de uma transformacdo indispensavel, que auxilia substancialmente o alcance do

16 Ibidem, p. 64.

17 Ibidem, loc. cit.

18 HISSA, André de Mendonga. A efetividade do processo civil brasileiro. Brazilian Journal of Development, v.
7,n.7, p. 69742-69753, 2021. Disponivel em:
https://www.brazilianjournals.com/index.php/BRJD/article/view/33210. Acesso em: 8 out. 2024, p. 69746-
69747.
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principio da duracdo razoavel do processo, introduzido no ordenamento juridico brasileiro pela
Emenda Constitucional n® 45/2004, de imperativa salvaguarda. Previsto no inciso LXXVIII do
artigo 5° da Constituicdo Federal de 1988, tal principio assegura a todos, tanto no ambito
judicial quanto administrativo, além da razoavel duragdo dos processos, a busca por
mecanismos destinados a garantir maior celeridade em sua tramitacdo .

A busca por um sistema judiciario que concilie agilidade e efetividade configura uma
exigéncia fundamental para assegurar o pleno acesso a justi¢a. Esse objetivo depende da entrega
de respostas judiciais em prazos considerados adequados, respeitando-se o equilibrio entre a
rapidez processual e a finalizagdo das demandas dentro de periodos razoaveis. Entretanto, tal
celeridade nao pode comprometer o cumprimento das etapas processuais previstas, devendo ser
assegurada a observancia integral dos requisitos legais®’.

A morosidade presente no Poder Judicidrio frequentemente ndo decorre das garantias
legais asseguradas, como o direito ao devido processo legal, ao contraditorio, a ampla defesa,
a interposicao de recursos e a fundamenta¢ao das decisdes judiciais. As demoras estdo, em
grande medida, relacionadas a deficiéncias operacionais e de gestdo, manifestadas em periodos
de inatividade injustificada ao longo da tramitagdo dos processos. O verdadeiro desafio,
portanto, consiste em harmonizar a eficiéncia processual com a preservagdo dos direitos
processuais fundamentais, evidenciando que o problema estd mais vinculado a gestdo
administrativa e a operacionalidade do sistema do que a uma incompatibilidade com os
principios juridicos consagrado?!.

Marcelo Novelino sustenta que o dever de prestagdo jurisdicional, mesmo quando
devidamente garantido, ndo ¢ suficiente se nao for acompanhado pela celeridade, efetividade e
adequacdo necessarias para que cumpra sua finalidade. Nessa perspectiva, a Emenda
Constitucional n° 45/2004 incluiu o inciso LXXVIII no artigo 5° da Constitui¢do Federal e
determinou, no artigo 93, inciso XIII, que o quantitativo de magistrados em cada unidade
jurisdicional deve ser proporcional a demanda judicial existente e a populagao

correspondente??,

19 BRASIL. Presidéncia da Republica. Constitui¢do da Repiiblica Federativa do Brasil (1988). Brasilia:
Planalto, 5 out. 1988. Disponivel em: http://www.planalto.gov.br/ccivil_03/constituicao/constituicao.htm.
Acesso em: 12 mar. 2024.

20 NUNES, Dierle; VIANA, Aurélio. Art. 5°, LXXVIIL In: MORAES, Alexandre de. et al. (org.). Constitui¢do
Federal Comentada. Rio de Janeiro: Forense, 2018. E-book.

21 Tbidem, loc. cit.

22 NOVELINO, Marcelo. Curso de direito constitucional. 16. ed. rev., ampl. e atual. Salvador: Ed. JusPodivm,
2021, p. 487.


http://www.planalto.gov.br/ccivil_03/constituicao/constituicao.htm

19

Ainda que o direito a uma prestacao jurisdicional agil, justa e adequada ja esteja
compreendido pela cldusula do “devido processo legal substantivo”, prevista no artigo 5°, inciso
LIV, da Constituigdo Federal, a expressa inclusdo desse principio no texto constitucional
reforga a obrigacdo estatal de implementar as medidas necessarias a sua efetivagcdo, sem
comprometer os direitos e garantias fundamentais. O principio da razodvel duragdo do processo,

\

portanto, ndo se limita a atuagdo dos magistrados, mas também se dirige ao legislador,
impondo-lhe a responsabilidade de aperfeigoar continuamente a legislagio processual?>.

José Afonso da Silva leciona que o acesso a Justica exige, como requisito essencial, a
prestacdo jurisdicional dentro de um prazo razoavel, permitindo o pleno exercicio do direito
pleiteado. Todavia, a persistente morosidade estrutural do sistema republicano compromete
esse ideal, justificando a inclusdo de uma garantia constitucional especifica. Mesmo assim, tal
previsdo normativa, de per si, ndo ¢ capaz de assegurar a efetiva concretizagdo do direito, uma
vez que a simples existéncia de uma norma constitucional ndo garante sua aplicacdo imediata
ou plena®.

A normativa constitucional que consagra o principio da razodvel duracdo do processo
incorpora o principio da razoabilidade, cuja natureza aberta permite interpretagdes variadas,
ajustadas as especificidades de cada caso concreto. Nesse ponto, o volume de trabalho exigido
dos magistrados constitui um fator relevante na analise da razoabilidade do tempo demandado
para a conclusdo dos processos sob sua responsabilidade, refletindo a necessidade de
ponderagdo entre as exigéncias praticas e os objetivos constitucionais de celeridade
processual®’.

Nota-se que a previsao constitucional do principio da razodvel dura¢do do processo
impde a ado¢do de mecanismos destinados a garantir a celeridade processual, assegurando a
efetividade do direito fundamental em questdo. A morosidade na prestagdo jurisdicional,
frequentemente atribuida ao excesso de demandas, evidencia a necessidade de implementar
medidas que acelerem a execugdo das fungdes judiciais. Nessa seara, cabe ao Congresso
Nacional a responsabilidade de promover mudangas legislativas voltadas a melhoria da

eficiéncia do sistema judicidrio, ampliando o acesso a justica e viabilizando uma tramitagado

processual mais célere’.

23 Tbidem, loc. cit.

24 SILVA, José Afonso da. Curso de direito constitucional positivo. 38. ed. rev. e atual. até a Emenda
Constitucional n. 84, de 2 dez. 2014. Sao Paulo: Malheiros, 2015, p. 435-436.

25 Tbidem, loc. cit.

26 SILVA, José Afonso da. Curso de direito constitucional positivo. 38. ed. rev. e atual. até a Emenda
Constitucional n. 84, de 2 dez. 2014. Séo Paulo: Malheiros, 2015, p. 435-436.
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Ressalta-se que os direitos inseridos pela Emenda Constitucional n° 45/2004, com
destaque para o inciso LXXVIII do artigo 5°, representam avangos mais formais do que
substanciais, dado que sua esséncia ja poderia ser derivada do principio geral do devido
processo legal. Nessa perspectiva, a introdugdo do referido inciso pode ser vista como uma
redundancia normativa, ainda que justificavel dentro do esfor¢o de uniformizagao legislativa.
O devido processo legal, em sua concepcdo ampla, ja pressupde que sua tramitacdo ocorra em
prazo razoavel, o que decorre naturalmente da interpretagdo sistematica dessa garantia
constitucional®’,

Apesar de o inciso LXXVIII contenha conceitos de natureza indeterminada, que
dependem de aplicag@o pratica para alcangar sua efetivacdo, ele introduz de maneira direta o
principio da razoavel duracdo do processo. Esse principio, embora ndo mencione
explicitamente o termo celeridade, esta intrinsecamente relacionado a ideia de rapidez na
tramitagdo, demonstrando que o objetivo do poder constituinte derivado, ao editar a Emenda
Constitucional, foi estimular maior eficiéncia nos procedimentos judiciais?®.

A razoabilidade prevista no texto constitucional estabelece um ponto de equilibrio
fundamental, afastando uma interpretagdo que privilegie exclusivamente a celeridade
processual. A tramitagdo deve ocorrer no menor prazo possivel, mas sem comprometer a
qualidade da atividade jurisdicional. Dessa forma, o tempo de dura¢do do processo deve ser
adequado para assegurar uma decisao judicial que esteja em conformidade com os padrdes de
justiga, equidade e tecnicidade determinados pelo ordenamento juridico patrio®.

Considerando que as condigdes estruturais do sistema judiciario ndo podem ser alteradas
de forma imediata, evidencia-se a limitacdo da concepc¢ao de um “legislador todo-poderoso”,
um ideal tedrico formulado no contexto das revolucdes burguesas do final do século XVIIIL.
Esse cendrio aprofunda o ceticismo quanto a concretizagdo do direito fundamental a razoavel
duragdo do processo, particularmente quando tal garantia ndo ¢ acompanhada de medidas
complementares, sobretudo de carater pratico, que assegurem sua efetiva aplica¢io>’.

Direitos especiais desprovidos de respaldo estrutural e operacional frequentemente se
convertem em simples promessas formais, destituidas de eficicia pratica. A falta de
implementagdo concreta desses direitos pode intensificar a insatisfacdo social com o Poder

Judiciario e, consequentemente, enfraquecer a legitimidade da Constituicdo, fomentando um

2T TAVARES, André Ramos. Curso de direito constitucional. 21. ed. Sdo Paulo: SaraivaJur, 2023, p. 628.
28 Ibidem, loc. cit.
29 Tbidem, loc. cit.
30 TAVARES, André Ramos. Curso de direito constitucional. 21. ed. Sdo Paulo: Saraivalur, 2023, p. 629.
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cendrio de crise de constitucionalidade. A expectativa gerada pela garantia desse direito
fundamental, quando ndo acompanhada de acdes institucionais efetivas, tende a acentuar a
desconfianca da populagio em relagio ao sistema de justi¢a’!.

Ademais, a inclusdo de um principio especifico que ja poderia ser extraido da clausula
geral do devido processo legal pode resultar na banalizagdo do ordenamento juridico. Essa
adi¢do, ao ser percebida como uma redundancia normativa, tende a enfraquecer tanto a
simbologia quanto a eficacia pratica da Constitui¢ao. Paralelamente, ela eleva o risco de
frustragao social em relagdo a efetividade das garantias fundamentais previstas, contribuindo
para uma percepgio negativa acerca da capacidade de concretizagdo dos direitos proclamados™.

A positivagdo do direito a razoavel duragdo do processo no texto constitucional alinha-
se a diretrizes consagradas em convencdes internacionais de direitos humanos e amplamente
reconhecidas pela doutrina como componentes essenciais da prote¢do judicial efetiva, do
principio da dignidade da pessoa humana e da concepcao de Estado de Direito. A auséncia de
um prazo definido para a conclusdo de processos judiciais compromete a efetividade da
protecdo judicial e impacta negativamente a dignidade da pessoa humana, configurando, assim,
uma violacdo aos direitos fundamentais™>.

Nesse mister, a Constituicdo Federal conferiu ao principio da dignidade da pessoa
humana uma posicao de destaque no ordenamento juridico, estabelecendo-o como um dos
fundamentos do Estado brasileiro, conforme disposto no artigo 1°, inciso III, da CF/88. O
principio em tela impde ao Estado a obrigagdo de resguardar os individuos contra circunstancias
que possam comprometer sua integridade ou resultar em situagdes de humilha¢io ou ofensa’.

A indissociabilidade entre a protecdo judicial efetiva e a garantia de uma tramitacao
processual dentro de um prazo razoavel permite concluir que a celeridade jurisdicional ndo
representa um direito autdnomo, mas sim uma extensao necessaria do direito a protecao judicial
efetiva. Dessa forma, a andlise da duracdo excessiva ou indefinida de um processo deve ser
conduzida a luz do conceito mais abrangente de tutela jurisdicional efetiva, que busca assegurar
nfio apenas o acesso a justica, mas também sua realiza¢do em condi¢des adequadas®.

Assim, o reconhecimento de um direito subjetivo & prestagao jurisdicional em prazo

razoavel impde ao Poder Publico, especialmente ao Poder Judiciario, o dever de implementar

31 Tbidem, loc. cit.

32 Ibidem, loc. cit.

33 MENDES, Gilmar Ferreira; BRANCO, Paulo Gustavo Gonet. Curso de direito constitucional. 18. ed. Sdo
Paulo: SaraivaJur, 2023. (Série IDP — Linha Doutrina), p. 644.

3 Ibidem, loc. cit.

33 MENDES, Gilmar Ferreira; BRANCO, Paulo Gustavo Gonet. Curso de direito constitucional. 18. ed. Sdo
Paulo: SaraivalJur, 2023. (Série IDP — Linha Doutrina), p. 644.
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politicas e medidas destinadas a garantir a concretizagao desse direito. Configura-se, assim, um
espaco institucional dedicado ao planejamento, monitoramento e fiscalizagdo de iniciativas
publicas voltadas a assegurar a eficacia da atividade jurisdicional. Tal estrutura confere
legitimidade as intervengdes estatais que, direta ou indiretamente, possam impactar ou
comprometer direitos fundamentais®¢.

Salienta-se que a Emenda Constitucional n° 19/1998 inseriu o principio da eficiéncia no
caput do artigo 37 da Constituicao Federal de 1988, estabelecendo-o como um dos fundamentos
da Administracao Publica, tanto direta quanto indireta, em todas as esferas de governo. De
acordo com Maria Sylvia Di Pietro, esse principio apresenta uma natureza dual, essencial para
o aprimoramento continuo da gestdo publica. Exige-se que os servidores publicos
desempenhem suas atribui¢cdes com elevado grau de competéncia, orientados pela busca da
exceléncia operacional. Outrossim, determina a racionalizagdo da estrutura organizacional, dos
processos internos e da disciplina administrativa, impondo reformas e adaptagdes regulares nos
procedimentos adotados para garantir que o funcionamento do Estado esteja alinhado com os

interesses coletivos e de forma integrada’’.

2.3 A duracio razoavel do processo no Codigo de Processo Civil de 2015

O novo Codigo de Processo Civil incorporou disposi¢des que consolidam a garantia da
duracdo razoavel e da celeridade como elementos necessarios a efetividade processual. O artigo
4° preve o direito das partes a obten¢do de uma decisdo de mérito em prazo adequado, enquanto
o artigo 6° determina o dever de cooperacdo entre os participantes do processo, visando a
constru¢do de uma solucao justa dentro de um tempo eficiente. O artigo 139, inciso II, por sua
vez, atribui ao magistrado a fungdo de assegurar que o andamento do processo ocorra sem
atrasos desnecessarios, adotando medidas que promovam maior eficiéncia e rapidez na solugao
das controvérsias®®.

O principio da duragdo razoavel do processo impde responsabilidades conjuntas aos
poderes Legislativo, Executivo e Judiciario, com o objetivo de assegurar a entrega da justica de

forma oportuna, eficiente e adequada. Visa-se, com isso, mitigar os atrasos na tramita¢ao

36 Tbidem, loc. cit.

37 DI PIETRO, Maria Sylvia Zanella. Direito administrativo. 36. ed. Rio de Janeiro: Forense, 2023. E-book. p.
232-233.

38 BRASIL. Presidéncia da Republica. Lei n°13.105, de 16 de margo de 2015. Codigo de Processo Civil.
Brasilia: Planalto, 17 mar. 2015. Disponivel em: https://www.planalto.gov.br/ccivil 03/ ato2015-
2018/2015/1e1/113105.htm. Acesso em: 12 mar. 2024.
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processual que dificultam o acesso a justica efetiva, configurando-se como uma necessidade
pratica para a estruturacdo e funcionamento do sistema judicial®”.

No ambito do Poder Judiciario, espera-se que a gestao dos processos seja conduzida de
forma eficaz, com a estruturagao adequada das instancias judiciais e a utilizagdo, por juizes e
administradores, de técnicas que reduzam a lentidao processual. Aos legisladores cabe a fungao
de elaborar normas que agilizem os julgamentos, imponham san¢des para praticas como a
litigancia de ma-fé e estabelegam a responsabilizacdo do Estado por atrasos excessivos. Além
disso, necessario se faz a implementacao de medidas sistematicas para combater as ineficiéncias
que comprometem a celeridade na prestacdo jurisdicional®’.

Nesse diapasdo, os administradores publicos tém o dever de adotar praticas de gestao
que aperfeicoem o andamento processual, alinhando os recursos humanos e tecnoldgicos as
exigéncias contemporaneas. Recai sobre os juizes a incumbéncia de conduzir os processos com
a devida diligéncia, garantindo que a tutela jurisdicional seja prestada dentro de um prazo
adequado e evitando atrasos decorrentes de omissdes ou inércia administrativa®!.

Assevera-se que a efetividade do processo constitui uma preocupagao central no direito
processual, sendo abordada tanto em sua dimensdo teorica quanto pratica. Para atender a esse
objetivo, ¢ indispensavel que o sistema judicial mantenha-se dinamico e adaptavel, ajustando-
se as particularidades de cada caso concreto e as alteracdes legislativas que ocorram ao longo
do tempo. Uma estratégia para assegurar essa efetividade envolve a ado¢ao de mecanismos de
tutela juridica apropriados, capazes de contemplar ndo apenas os direitos expressamente
previstos no ordenamento juridico, mas também aqueles decorrentes de interpretagdes
sistematicas, promovendo uma protecdo juridica ampla e integrada®?.

Torna-se necessario, portanto, que os instrumentos processuais sejam concebidos de
modo a garantir amplo acesso e facilidade de utiliza¢do a todos os individuos com pretensdes
juridicas, promovendo um sistema inclusivo que ofereca suporte efetivo as partes envolvidas.
Ademais, o processo deve assegurar uma reconstrugdo precisa dos fatos, possibilitando que as
decisoes judiciais sejam fundamentadas em uma representacdo fiel da realidade, elemento

essencial para a prolacdo de sentencas justas e adequadas as circunstancias de cada caso®’.

3% MARINONI, Luiz Guilherme; ARENHART, Sérgio Cruz; MITIDIERO, Daniel. Curso de processo civil:
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Imperativo, ainda, que os resultados alcangados no dmbito processual se concretizem de
maneira pratica, permitindo as partes vencedoras o pleno exercicio dos direitos garantidos pela
legislacao. A busca pela efetividade do processo demanda a minimizagdo do desperdicio de
tempo e recursos, promovendo um sistema judicial que priorize tanto a agilidade quanto a
economia processual. Requer-se, assim, uma gestao judicidria orientada a otimizagdo dos meios
disponiveis e a aceleracdo da resolucdo de controvérsias, assegurando um equilibrio entre
celeridade e eficiéncia®.

Com efeito, a efetividade processual esta intimamente associada ao conceito de
“processo justo”, reconhecido como principio juridico essencial e fundamentado no preceito da
dignidade da pessoa humana. Torna-se necessario, desse modo, que todo processo judicial
observe de forma estrita o devido processo legal, garantindo o contraditorio, a ampla defesa, a
igualdade entre as partes, a transparéncia nos atos judiciais € o cumprimento do principio da
duragio razoavel do processo®.

No entanto, verifica-se que a realidade pratica do Poder Judiciario no Brasil, marcada
por deficiéncias estruturais e pelo crescimento continuo de demandas sociais envolvendo novos
direitos e litigios, apresenta uma resposta judicial consideravelmente lenta. Essa morosidade,
frequentemente associada a falta de eficiéncia na gestao publica, intensifica a desconfianca na
justica e contribui para o aumento da insatisfacao social, situacao que reflete uma discrepancia
persistente entre as expectativas dos cidaddos e a capacidade efetiva do sistema judicial em
atender as demandas apresentadas®®.

De maneira similar, a efetividade da prestacdo jurisdicional estd diretamente vinculada
ao direito de agdo, que evoluiu ao longo do tempo para ser compreendido nao apenas como um
meio de acessar os mecanismos legais, mas também como uma garantia de obter uma resposta
judicial que seja tanto adequada quanto tempestiva*’.

Atualmente, o direito de acdo ¢ concebido como um instrumento fundamental para
viabilizar o acesso a justica e alcangar decisdes judiciais que efetivamente resolvam os conflitos
apresentados. A celeridade processual constitui elemento indispensavel ao direito a tutela

jurisdicional eficaz, conforme disposto no artigo 5°, inciso XXXV, da Constituicdo Federal de
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77, p. 168-176, jan./mar. 1995. Disponivel em:

https://edisciplinas.usp.br/pluginfile.php/7438875/mod _resource/content/1/Barbosa%20Moreira%20-
%20Efetividade%20do%20processo%20e%?20tecnica%?20processual.pdf. Acesso em: 10 nov. 2024, p. 1.

45 PINHO, Humberto Dalla Bernardina de. Direito processual civil contempordneo: teoria geral do processo. 7.
ed. Sao Paulo: Saraiva, 2017.v. 1, p. 97-98.

46 Thidem, loc. cit.

47 MARINONI, Luiz Guilherme; ARENHART, Sérgio Cruz; MITIDIERO, Daniel. Comentdrios ao cédigo de
processo civil. 3. ed. Sdo Paulo: Revista dos Tribunais, 2018. v. 1, p. 79.


https://edisciplinas.usp.br/pluginfile.php/7438875/mod_resource/content/1/Barbosa%20Moreira%20-%20Efetividade%20do%20processo%20e%20tecnica%20processual.pdf
https://edisciplinas.usp.br/pluginfile.php/7438875/mod_resource/content/1/Barbosa%20Moreira%20-%20Efetividade%20do%20processo%20e%20tecnica%20processual.pdf

25

1988. Por conseguinte, impde-se uma responsabilidade compartilhada entre os poderes
Legislativo, Executivo e Judiciario de prover os meios e a infraestrutura necessarios para
garantir que as demandas judiciais sejam conduzidas com rapidez e eficiéncia®®.

Luiz Guilherme Marinoni observa que a no¢dao de duracdo razoavel do processo,
conforme delineada na Constitui¢do, ndo pode ser confundida com a simples ideia de celeridade
ou agilidade processual. Para que um julgamento seja justo, ¢ imprescindivel que a tramitagao
respeite o tempo necessario a garantia do contraditério e de outros principios essenciais. Nesse
mister, o proposito constitucional de assegurar a duragdo razoavel busca eliminar atrasos
excessivos que ndo sejam compativeis com a complexidade do caso, prevenindo, assim, a
ocorréncia do que se denomina “tempo patologico™.

A efetividade do processo judicial vai além da simples condugdo das agdes e abrange
uma série de fatores estruturais indispensaveis ao funcionamento do sistema. Dentre esses
elementos, destacam-se a necessidade de normativas objetivas e bem definidas que regulem os
procedimentos e oferegam técnicas adequadas de protegdo juridica; a capacitacdo adequada de
magistrados e servidores, que devem combinar conhecimento aprofundado do ordenamento
juridico com habilidades praticas para aplicar a legislagdo de maneira eficiente; e a provisao de
recursos materiais suficientes para permitir que o judiciario funcione sem entraves. Sao fatores
fundamentais para garantir uma atuacao eficiente do sistema judicidrio e assegurar a prestacao
de justica em tempo adequado e de forma acessivel. A caréncia de qualquer desses aspectos
compromete ndo apenas a eficacia da justica, mas também resulta em atrasos e decisdes aquém
das expectativas dos jurisdicionados™’.

Para Luciano Monfardino, a efetividade, no ambito juridico, refere-se a capacidade das
normas e procedimentos de gerar resultados imediatos e abrangentes, conceito este vinculado a
“incidibilidade”, que representa a aplicacdo direta e completa das disposi¢des legais no sistema
juridico. Instituicdes e processos que falham em proteger os direitos individuais de maneira
eficiente, muitas vezes, tornam-se alvo de criticas, sobretudo quando a lentidao do judicidrio

contraria a maxima de que a demora na justica equivale a sua negacdo. Nesse desiderato, a

efetividade processual vai além do cumprimento de formalidades técnicas, exigindo a

48 Tbidem, loc. cit.

4 Idem. Curso de processo civil: teoria do processo civil. 5. ed. rev., atual. e ampl. Sdo Paulo: Thomson Reuters
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concretizagdo da justica por meio da resolu¢do de problemas sociais e da garantia de uma
protecdo efetiva aos direitos assegurados’’.

Veja-se que o conceito de duragao razoavel do processo vai além do mero cumprimento
dos prazos fixados pela legislacao. Trata-se de uma nogao de carater mais flexivel e qualitativo,
que deve ser ajustada as particularidades de cada caso concreto. Diferentemente da chamada
“duracdo legal”, caracterizada pela observancia estrita dos prazos determinados pelo legislador,
a duragdo razoavel considera elementos especificos do processo, buscando um equilibrio entre
celeridade e justi¢a’2.

Em contraponto, a duracdo razoavel do processo exige uma avaliacdo dinamica e
contextual, considerando fatores como a complexidade da demanda, o comportamento das
partes envolvidas e a necessidade de uma solugdo eficiente ¢ tempestiva. Nesse cenario,
destaca-se o papel essencial dos magistrados em conduzir o processo com celeridade,
assegurando simultaneamente que todas as partes tenham condigdes adequadas de participacao.
Assim, os juizes assumem uma responsabilidade ampliada, devendo evitar atrasos
injustificados, seja por inércia, seja por praticas que intencionalmente visem prolongar a
tramitagdo processual®>.

No mesmo vértice, o artigo 4° do Codigo de Processo Civil estabelece a necessidade de
equilibrar celeridade e efetividade no ambito das decisdes judiciais, ao determinar que a
tramitagdo processual seja agil, mas sem comprometer a qualidade das decisdes proferidas.
Nessa perspectiva, a definicido do que configura uma “duracdo razoavel” dos processos
apresenta-se como um desafio que exige a harmonizacdo de principios fundamentais, como o
devido processo legal, o contraditorio e a ampla defesa. Tais principios asseguram as partes a
possibilidade de apresentar suas demandas de forma adequada, bem como o direito de contestar
alegagdes e obter, quando necessario, a revisdo das questdes postas em julgamento>*.

Para garantir uma tramitacdo eficiente dos processos sem comprometer a analise
detalhada que cada caso exige, uma medida recomendada ¢ a observancia estrita dos prazos
processuais, tanto por magistrados quanto por servidores judiciais. Nao raro, verifica-se que a

exigéncia de cumprimento desses prazos ¢ aplicada de forma mais rigorosa as partes do
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processo do que aos operadores do sistema judicial, o que pode resultar em atrasos evitaveis e
comprometer a celeridade necessaria a prestagio jurisdicional®.

No entendimento de Luiz Guilherme Marinoni e Ingo Sarlet, o principio da razoavel
duragdo do processo contempla o direito a uma tramitagdo célere de processos judiciais e
administrativos, bem como a implementa¢ao de medidas concretas destinadas a assegurar essa
agilidade. A andlise do tema demanda mais do que o reconhecimento de um “direito subjetivo”
a celeridade processual. Trata-se, também, de garantir a efetivagdo de mecanismos que
promovam essa celeridade de forma pratica. Essa interpretacdo encontra-se interligada a
protecdo de garantias constitucionais legitimas, que funcionam como instrumentos de defesa
contra violagdes aos fundamentos do Estado Democratico de Direito, assegurando o
cumprimento de seus preceitos e a protegdo dos direitos fundamentais>®.

O artigo 6° do Codigo de Processo Civil complementa a ideia central do artigo 4°, ambos
dedicados a promover uma justica mais eficaz. O artigo 4° estabelece que os processos devem
ser conduzidos em prazo razoavel, como um direito fundamental protegido pela Constitui¢ao
Federal de 1988. Por sua vez, o artigo 6° introduz a cooperagdo como principio essencial,
exigindo que todos os participantes do processo atuem de forma conjunta e coordenada para
assegurar uma tramitagdo eficiente. Apesar de abordarem aspectos distintos, o primeiro
relacionado ao tempo necessario para o processo € o segundo a colaboracdo entre as partes,
ambos os dois dispositivos compartilham o objetivo comum de garantir solugdes processuais
que sejam, ao mesmo tempo, justas e eficientes®’.

Conforme Marcus Vinicius Gongalves, o principio da cooperacdo estabelece a
obrigacdo de que todos os envolvidos no processo atuem de maneira conjunta para alcancar
uma decisdo de mérito que seja justa e proferida em um prazo razoavel. Derivado dos conceitos
de boa-fé e lealdade processual, predito principio vai além ao exigir que, apesar do conflito que
os contrapde, as partes colaborem para assegurar o andamento adequado e eficiente do
processo, contribuindo para a sua regular tramitagdo e desfecho™®.

No mesmo viés, Nehemias Melo aduz que o principio da cooperagdo impoe as partes o
dever de contribuir ndo apenas para a celeridade processual, mas também para a obtengdo de

uma solucdo integral e eficaz para o conflito. Assim, a rapidez na tramitacdo deve ser

3 Ibidem, loc. cit.

56 PESSOA, Paula; CREMONESE, Cleverton (orgs.). Processo constitucional. Coordenadores: Luiz Guilherme
Marinoni, Ingo Wolfgang Sarlet. Sdo Paulo: Thomson Reuters Brasil, 2019, p. 824.

57 MEDINA, José Miguel Garcia. Cédigo de processo civil comentado: com remissdes e notas comparativas ao
CPC/1973. 4. ed. Sao Paulo: Thomson Reuters Brasil, 2020. E-book, p. 39.

58 GONCALVES, Marcus Vinicius Rios. Curso de direito processual civil: teoria geral € processo de
conhecimento (1% parte). 16. ed. Sdo Paulo: Saraiva Educagéo, 2019. v. 1, p. 83-84.



28

equilibrada com a qualidade das decisdes judiciais e dos atos processuais, de modo a prevenir
equivocos que possam gerar atrasos adicionais e comprometer a resolucdo definitiva da
controvérsia™’.

O artigo 139 do Codigo de Processo Civil confere aos juizes um conjunto amplo de
atribuicdes e responsabilidades voltadas a gestdo eficiente e equitativa dos processos judiciais.
Dentre essas fungdes, destaca-se o dever de zelar para que a tramitagdo ocorra dentro de um
prazo adequado, cabendo ao magistrado a tarefa de evitar atrasos desnecessarios e coibir
praticas que nao contribuam para a resolucdo efetiva do litigio. Nesse ambito, ¢€
responsabilidade do juiz garantir que todas as partes envolvidas no processo, incluindo os
auxiliares da Justiga, cumpram rigorosamente as determinagdes judiciais, respeitem os prazos
fixados e apresentem os documentos indispenséaveis ao andamento regular da causa®’.

Compete igualmente ao juiz prevenir e desestimular condutas desnecessarias ou que
tenham como objetivo prolongar injustificadamente o andamento do processo. Assim, o
magistrado deve promover a rapida resolu¢ao das demandas, utilizando, sempre que aplicavel,
métodos como a conciliacdo e a mediacao. Constitui seu dever, também, julgar com eficiéncia,
assegurando que a tramitagdo seja reduzida a prazos razoaveis e desencorajando o uso de
estratégias processuais que visem a dilagdo indevida do conflito®!.

Sobre o tema, Nelson Nery Junior ¢ Rosa Maria Nery pontuam que cumpre ao
magistrado prevenir atrasos injustificados no curso do processo, garantindo que a busca pela
celeridade ndo comprometa a precisdo e a confiabilidade das decisdes judiciais. Enfatizam,
ainda, que responsabilidade por assegurar uma tramitacdo eficiente e 4gil ndo recai
exclusivamente sobre o Poder Judiciario, mas também sobre os demais poderes do Estado, que
devem prover os recursos necessarios para o funcionamento adequado do sistema e para a
resolucdo efetiva dos litigios®.

Para Angélica Arruda Alvim, ainda que a eliminagdo de atrasos excessivos seja
fundamental para corrigir as deficiéncias do sistema de justiga, a aceleracdo imprudente dos
julgamentos pode comprometer a qualidade da atividade jurisdicional, ao ndo permitir uma
analise detalhada e criteriosa dos fatos. Destarte, é preciso que o legislador busque um ponto

de equilibrio entre a celeridade processual e a garantia da seguranga juridica. Para essa tarefa,

3 MELO, Nehemias Domingos de. Cédigo de Processo Civil: anotado e comentado. 3. ed. Indaiatuba, SP:
Editora Foco, 2023. E-book. p. 57.

6 Ibidem, p. 218-219.

¢! Thidem, loc. cit.

62 NERY JUNIOR, Nelson; NERY, Rosa Maria de Andrade. Cédigo de processo civil comentado. 5. ed. Sdo
Paulo: Thomson Reuters Brasil, 2020. E-book, p. 710.
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exige-se a adaptagdo dos procedimentos legais as particularidades de cada tipo de demanda,
bem como as especificidades dos direitos em disputa, assegurando um tratamento adequado e
proporcional em cada caso®.

Por derradeiro, pontua-se que a busca pela celeridade processual, embora relevante, nao
pode prevalecer sobre as garantias processuais, sob pena de comprometer a integridade da
justica e do devido processo legal. O processo judicial, além de ser um instrumento para a
resolucao de litigios, atua como salvaguarda contra possiveis abusos do poder judiciario,
promovendo a seguranca juridica e limitando a atuagdo estatal. Priorizar de forma excessiva a
rapidez na entrega da resposta judicial pode enfraquecer principios fundamentais, como o

devido processo legal, que exige uma avaliagdo minuciosa ¢ criteriosa para garantir a prote¢ao

plena dos direitos das partes em conflito®.

2.4 Transformacoées digitais no Poder Judiciario como mecanismos de efetividade do

processo e da prestacao jurisdicional

O Programa “Justica 4.0, desenvolvido pelo Conselho Nacional de Justica, foi
concebido como uma iniciativa para promover mudangas estruturais no funcionamento do
Poder Judiciario. A integragdo de tecnologias avangadas, como a Inteligéncia Artificial,
objetiva aprimorar a analise e a gestdo processual, permitindo que as necessidades sociais sejam
atendidas de maneira mais rapida e eficiente. A proposta fundamenta-se em quatro eixos
principais, sendo eles a implementacdo de solugdes tecnoldgicas inovadoras, o aprimoramento
da gestao de dados e politicas judiciais, o enfrentamento de crimes como corrupcao e lavagem
de dinheiro, e o fortalecimento das capacidades institucionais do sistema judicial®.

No contexto dessa iniciativa, a Resolu¢ao n® 385, de 6 de abril de 2021, instituiu os
Nucleos de Justica 4.0, cuja finalidade ¢ promover a digitalizacdo integral das atividades
judiciais. Esses ntucleos, criados em conformidade com a Lei n® 14.129/2021, tém por objetivo
ampliar o acesso a Justica por meio de um ambiente totalmente digital e remoto. Inseridos em
um sistema que contempla iniciativas como o “Juizo 100% Digital” e o “Balcao Virtual”, os

Nucleos de Justica 4.0 representam um avango significativo na desburocratizagdo e na

6 ALVIM, Angélica Arruda et al. Comentdrios ao cédigo de processo civil. Sio Paulo: Saraiva, 2016., p. 266-
267.

% DUARTE, Zulmar apud GAJARDONI, Fernando da Fonseca et al. Teoria geral do processo: comentarios ao
CPC de 2015: parte geral. Sao Paulo: Forense, 2015. E-book.

65 BRASIL. Conselho Nacional de Justica. Justica 4.0. Brasilia: CNJ, 2021. Disponivel em:
https://www.cnj.jus.br/tecnologia-da-informacao-e-comunicacao/justica-4-0/. Acesso em: 15 mar. 2024.
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modernizagdo dos servigos jurisdicionais, refor¢ando tanto a eficiéncia quanto a acessibilidade
no atendimento as demandas judiciais®.

Frisa-se que a pandemia de Covid-19 intensificou a necessidade de adaptagao do sistema
judicial ao ambiente digital, promovendo o uso de ferramentas tecnologicas como alternativa
para reduzir a dependéncia de instalagdes fisicas. Nesse cendrio, os Nucleos de Justica 4.0
surgiram como uma solucdo eficaz para integrar os servigos jurisdicionais aos modelos
tecnologicos contemporaneos, demonstrando-se acessiveis e eficientes para atender as
demandas sociais®’.

Nos ultimos 15 anos, o Poder Judiciario registrou o processamento de 253,3 milhdes de
acdes em formato eletronico, evidenciando a evolugdo expressiva na adogdo de tecnologias
digitais. Em 2023, verificou-se que 90,6% dos casos em tramitacdo j& estavam digitalizados.
Enquanto os processos eletronicos apresentaram uma média de duracao de 3 anos e 5 meses, 0s
processos fisicos, ainda em tramitacdo, registraram um tempo médio de 12 anos e 4 meses, feito
que demonstra o impacto positivo proporcionado pela virtualizagdo. A Justica Eleitoral, a
Justica do Trabalho e a Justica Federal operam com digitalizagdo plena dos novos casos,
enquanto a Justica Estadual e a Justiga Militar Estadual alcancaram 99,4%, revelando uma
adaptacio quase total ao formato digital®®.

A incorporacdo de tecnologias no judiciario transformou as praticas de trabalho e a
interacdo entre os profissionais da area juridica e os cidaddos. A digitalizagdo eliminou a
necessidade de comparecimento presencial de advogados aos foruns, permitindo o envio de
peti¢des por meio eletronico, enquanto clientes passaram a utilizar aplicativos de mensagens
para envio de documentos. O acompanhamento processual tornou-se instantaneo,
possibilitando ao publico monitorar os andamentos em tempo real, e juizes e servidores
passaram a realizar audiéncias e outros atos processuais por videoconferéncia, abrangendo
desde os Juizados Especiais até o Supremo Tribunal Federal®.

Contudo, essa transi¢ao para o ambiente virtual exp0Os o sistema a riscos cibernéticos,
como os ataques sofridos pelo Superior Tribunal de Justica e pelo Tribunal Superior Eleitoral

em 2020. Esses eventos refor¢caram a necessidade de melhorias nas politicas de seguranca, no

% BRASIL. Conselho Nacional de Justia. Resolucdo n° 385, de 6 de abril de 2021. Dispde sobre a criagido dos
“Nucleos de Justiga 4.0” e da outras providéncias. Brasilia: CNJ, 2021. Disponivel em:
https://atos.cnj.jus.br/atos/detalhar/3843. Acesso em: 15 mar. 2024.

7 Tbidem, loc. cit.

% BRASIL. Conselho Nacional de Justica. Justica em niimeros 2024. Brasilia: CNJ, 2024. Disponivel em:
https://www.cnj.jus.br/wp-content/uploads/2024/05/justica-em-numeros-2024-v-28-05-2024.pdf. Acesso em: 8
out. 2024, p. 28.

8 CARDOSO, Oscar Valente. Inteligéncia Artificial, direito e processo. Sdo Paulo: Editora Dialética, 2024. E-
book, p. 116.
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desenvolvimento de ferramentas tecnologicas mais robustas e na adog¢do de estratégias

preventivas para reduzir a exposi¢io a futuros ataques’’.

2.5 Regulamentac¢ao do uso de Inteligéncia Artificial no Poder Judiciario

A Inteligéncia Artificial pode ser compreendida como um sistema computacional
projetado para reproduzir racionalmente os processos de tomada de decisdo caracteristicos dos
seres humanos, consubstanciando o funcionamento cognitivo em algoritmos. Classifica-se uma
maquina como inteligente quando ¢ capaz de imitar o comportamento humano em uma tarefa
especifica, de forma que um observador casual ndo consiga distinguir entre as agdes realizadas
pelo homem e pela maquina’’.

Referida tecnologia busca minimizar ou eliminar a necessidade de interven¢do humana
em determinadas atividades. No panorama juridico, para o alcance dessa finalidade, ¢
necessario que o sistema seja apto a interpretar padrdes linguisticos, processar informagoes e
dados de maneira automatizada e aprimorar-se por meio de erros, acertos e ajustes baseados
nos resultados de suas operagdes’?.

Ao abordar a Inteligéncia Artificial, incialmente € preciso estabelecer a distingdo entre
Inteligéncia Artificial forte e Inteligéncia Artificial fraca. A primeira objetiva criar sistemas que
repliquem integralmente a mente humana, atribuindo aos computadores a capacidade de pensar,
criar, aprender autonomamente, planejar e comunicar-se, atingindo um nivel funcional similar
ao do cérebro humano, inclusive desenvolvendo autoconsciéncia’>.

Em contrapartida, a Inteligéncia Artificial fraca ¢ concebida com um foco mais restrito,
destinada a execucdo de tarefas especificas e ao suporte a atuagdo humana por meio de

algoritmos que simulam aspectos do raciocinio, sem pretender replicar a totalidade das

habilidades cognitivas humanas. Na atualidade, essa abordagem mais limitada predomina nas

0 Ibidem, loc. cit.

"I LUCON, Paulo et al. Acesso a justica e inteligéncia artificial. In: LUCON, Paulo et al. Direito, processo e
tecnologia. Sao Paulo: Revista dos Tribunais, 2022. Disponivel em:
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tecnologia/1440744051. Acesso em: 19 dez. 2024.
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tecnologia. Sao Paulo: Revista dos Tribunais, 2022. Disponivel em:
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tecnologia/1440744051. Acesso em: 19 dez. 2024.

3 ROSA, Alexandre Morais da. A questdo digital: o impacto da inteligéncia artificial no direito. Revista da
Faculdade Guanambi, v. 6, 1. 2, p. 259, jul./dez. 2019. Disponivel em:
http://revistas.faculdadeguanambi.edu.br/index.php/Revistadedireito/article/view/259. Acesso em: 16 jul. 2020,
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aplicagdes juridicas, considerando-se que as maquinas ainda ndo conseguem incorporar
plenamente os fatores de decisio proprios dessa 4rea’ .

Em 21 de agosto de 2020, o Conselho Nacional de Justiga promulgou a Resolugao n°
332, que estabelece parametros para a incorporagdo dessa tecnologia, tratando de cuidados
relacionados a prote¢do de dados, a observancia dos direitos fundamentais, a neutralidade das
solugdes e a prevencdo de preconceitos capazes de comprometer a imparcialidade dos
procedimentos. A instituicdo dessas normas teve como objetivo assegurar a transparéncia nas
decisOes automatizadas, bem como garantir a possibilidade de revisao por pessoa qualificada,
prevenindo a dependéncia exclusiva de tecnologias na formagao de entendimentos judiciais’.

Para viabilizar a aplicag¢@o da Inteligéncia Artificial no ambito do judiciério, foi criada
a plataforma “Sinapses”, cuja funcionalidade consiste em gerenciar modelos dessa natureza. A
plataforma permite armazenar algoritmos, realizar treinamentos supervisionados, gerenciar
versdes e implementar auditorias, assegurando o alinhamento as diretrizes prescritas e
promovendo a eficiéncia nos processos internos (art. 3°)7°.

Nos dispositivos iniciais da Resolugdao n°® 332, ¢ disposto que o conhecimento ¢ a
implementa¢do de Inteligéncia Artificial sdo franqueados ao Poder Judicidrio, com o propdsito
de ampliar a integragdo entre a norma legal e as condutas humanas, além de equilibrar a
liberdade individual com a atuagdo das institui¢des judiciais (art. 1°). O uso dessa tecnologia
visa contribuir para a melhoria da qualidade do atendimento jurisdicional, promovendo o
tratamento igualitario dos casos e fomentando métodos que auxiliem na realizagdo desses
objetivos (art. 2°)"7.

Apresenta-se, também, conceitos técnicos, com vistas a uniformizar os entendimentos,
dentre os quais a nog¢do de “algoritmo”, definido como um conjunto finito de instrucdes
executadas por programas computacionais para processar informacdes de maneira orientada a
um objetivo especifico. Outro conceito ¢ o “Modelo de Inteligéncia Artificial”, que combina
dados e algoritmos baseados em estruturas matematicas, com a finalidade de produzir

resultados dotados de atributos semelhantes aos do raciocinio humano. Ja o termo “usuario”

4 Ibidem, loc. cit.

7> BRASIL. Conselho Nacional de Justiga. Resolucdo n° 332, de 21 de agosto de 2020. Dispde sobre a ética, a
transparéncia e a governanga na produgao e no uso de Inteligéncia Artificial no Poder Judiciario e da outras
providéncias. Brasilia: CNJ, 2020. Disponivel em: https://atos.cnj.jus.br/atos/detalhar/3429. Acesso em: 15 mar.
2024.
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refere-se a toda pessoa que utiliza o sistema inteligente, podendo incluir integrantes internos do
Poder Judiciario, bem como agentes externos, como jurisdicionados, advogados ou membros
do Ministério Publico (art. 3°)8.

Quanto aos direitos fundamentais, a normativa em voga preconiza que o
desenvolvimento, a implementacdo e a utilizagdo das tecnologias de Inteligéncia Artificial
devem observar estrito alinhamento as garantias constitucionais e aos tratados internacionais
dos quais o Brasil seja signatario (art. 4°). Assim, a seguranga juridica esta intrinsecamente
vinculada ao uso desses modelos, reforcando o compromisso do Poder Judiciario com a
isonomia na andlise de situagdes idénticas (art. 5°). Sempre que o uso de dados for indispensavel
para o desenvolvimento ou treinamento dos modelos, as amostras deverdo ser representativas,
com especial atencdo as informacdes pessoais sensiveis e a devida preservacao do segredo de
justica (art. 6°)7°.

A ndo discriminagdo surge como principio basilar a ser observado. As decisoes judiciais
apoiadas por sistemas de Inteligéncia Artificial devem assegurar a igualdade, manter a auséncia
de discriminacdao, ¢ promover a pluralidade e a solidariedade, eliminando preconceitos e
prevenindo riscos decorrentes de generalizacdes inadequadas. Para tanto, impde-se a
homologac¢do prévia dos modelos antes de sua implementagdo, a fim de identificar possiveis
distor¢des discriminatorias. Caso sejam detectadas inclinagdes incompativeis com os principios
fundamentais, medidas corretivas devem ser imediatamente adotadas. A presenca inequivoca
de tais distor¢des implica a descontinuidade do modelo e o registro do ocorrido, incluindo a
fundamentagdo para a interrupgio (art. 7°)%,

A publicidade e a transparéncia figuram como aspectos primordiais, entendendo-se por
“transparéncia”’, a divulgacdo responsavel dos objetivos, resultados esperados, riscos
identificados e instrumentos de seguranca da informagdo empregados. Medida cogente consiste
em assegurar a identifica¢do das causas de eventuais danos provocados pelo uso da Inteligéncia
Artificial, viabilizando auditorias, certificagdes de boas praticas e a apresentagao de explicacdes
claras e auditaveis por uma autoridade humana acerca de quaisquer decisdes sugeridas pelos

modelos em desenvolvimento ou uso (art. 8°)8!.

78 Ibidem, loc. cit.

7 Ibidem, loc. cit.
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Segundo Fabiano Peixoto, a adogao de principios éticos e diretrizes claras de conduta
nos sistemas de Inteligéncia Artificial ¢ imprescindivel para evitar a perpetuacdo de
preconceitos ou discriminagdes, frequentemente originados das escolhas humanas efetuadas
durante o desenvolvimento das tecnologias. A pratica tem demonstrado que essas falhas podem
impactar gravemente a confiabilidade e a justi¢a dos sistemas automatizados. Projetos dessa
magnitude requerem a incorpora¢do de mecanismos que garantam supervisdo continua,
possibilitando a avaliagdo de beneficios e a mitigacdo de riscos ou consequéncias negativas.
Desse modo, a ética consolida-se como pilar fundamental nas interagdes envolvendo essas
tecnologias, sejam elas realizadas entre individuos, empresas, governos ou em relagdes que
interliguem essas esferas®?.

Em relagdo a governanga e a qualidade, os modelos adotados devem atender as regras
de gerenciamento de dados vigentes nos sistemas do Poder Judiciario, respeitar as resolucdes e
recomendacdes do Conselho Nacional de Justica, cumprir a legislagao sobre protecdo de dados
pessoais (Lei n® 13.709/2018) e preservar o segredo de justica (art. 9°). Os 6rgaos do Poder
Judicidrio que desenvolvem ou utilizam projetos de Inteligéncia Artificial t€ém o dever de
informar ao CNJ acerca das iniciativas em curso, evitando esfor¢os redundantes e integrando
os modelos a plataforma Sinapses (art. 10). O CNJ mantera em seu sitio eletronico uma relagao
atualizada dos modelos desenvolvidos ou utilizados (art. 11). Em complemento, os modelos
devem possuir interface de programagdo padronizada (API), garantindo a integracdo eficiente
entre sistemas (art. 12)%.

A seguranga da informagdo também assume papel importante, razio pela qual os dados
empregados no treinamento devem advir de fontes confidveis e, preferencialmente,
governamentais (art. 13). O sistema deve coibir alteracdes indevidas nos dados antes do
treinamento, mantendo coOpias (dataset) referentes a cada versao do modelo (art. 14). A protecao
contra destrui¢dao, modificacdo, extravio, acesso ou transmissao nao autorizados ¢ um requisito
(art. 15), assim como a execucao dos modelos em ambientes aderentes a padroes reconhecidos

de seguranca (art. 16)%,

82 PEIXOTO, Fabiano Hartmann; SILVA, Roberta Zumblick Martins da. apud SAMPAIO, José Adércio Leite et
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No que se refere ao controle do usuario, o sistema deve assegurar autonomia aos
usuarios internos, ampliando suas capacidades sem restringi-las. Deve ser garantida a revisao
das propostas de decisao e dos dados utilizados, sem que haja vinculo obrigatorio a solugao
apresentada pela ferramenta (art. 17). Para os usuarios externos, deve-se fornecer informacgdes
claras sobre o uso de Inteligéncia Artificial nos servigos prestados, ressaltando que as solugdes
oferecidas ndo possuem carater vinculante e que sempre havera analise por autoridade
competente (art. 18)%°.

Sistemas computacionais que utilizem modelos para auxiliar decisdes judiciais devem
priorizar técnicas que expliquem os passos que levaram ao resultado, possibilitando auditoria e
compreensdo. Sistemas computacionais que utilizem modelos para auxiliar decisdes judiciais
devem priorizar técnicas que permitam explicar os passos que conduziram ao resultado (art. 19,
paréagrafo (inico)®¢.

A pesquisa, o desenvolvimento e a implantagdo de servigos de Inteligéncia Artificial
devem observar a heterogeneidade, considerando género, raga, etnia, orientagao sexual, pessoas
com deficiéncia e outras caracteristicas individuais em todas as etapas do processo. Caso ndo
haja profissionais com tais perfis, a justificativa deve ser fundamentada. A diversidade ¢
igualmente recomendada na distribui¢io de vagas para capacitagio®’.

Equipes multidisciplinares, compostas por profissionais de tecnologia da informacao e
de outros campos do saber, sdo incentivadas (art. 20). Estudos, pesquisas, ensino e treinamentos
ndo podem expor pessoas ou grupos a situagdes que comprometam sua dignidade ou liberdade,
nem direcionar investigagdes para abordagens preconceituosas ou que acarretem danos
injustificados (art. 21)38,

Os tribunais possuem o dever de informar ao Conselho Nacional de Justica quando
iniciarem projetos de pesquisa, desenvolvimento ou implanta¢do de Inteligéncia Artificial,
zelando pela continuidade das iniciativas. Caso seja constatada incompatibilidade com
principios éticos previamente definidos, as atividades poderdo ser encerradas, desde que
fundamentadas. O uso de técnicas de reconhecimento facial requer autorizagdo prévia do CNJ
(art. 22). Em matéria penal, a aplicacdo de modelos de Inteligéncia Artificial para decisdes

prognosticas ndo ¢ recomendada, exceto quando destinada ao calculo de penas, prescricao,
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analise de reincidéncia e gerenciamento de acervo. Ainda assim, modelos voltados a verificacao
de reincidéncia nao devem sugerir resultado mais desfavoravel ao réu do que aquele que o
magistrado alcancaria sem o uso do modelo (art. 23)%°.

A preferéncia ¢ pelo uso de software de coédigo aberto, promovendo integragao,
interoperabilidade, desenvolvimento colaborativo, transparéncia e cooperagdo entre o
judiciario, o setor publico e a sociedade civil (art. 24). A prestacao de contas sobre a aplicacao
de Inteligéncia Artificial no judiciario deve ser plenamente transparente, garantindo impacto
positivo ao usuario final e a coletividade. Essa prestagcao envolve a identificacdo dos
responsaveis, os custos, as colaboragdes existentes, os resultados pretendidos e efetivamente
alcangados, além da publicidade quanto a natureza do servigo, técnicas utilizadas, desempenho
do sistema e riscos de falhas (art. 25)°.

O uso inadequado de sistemas inteligentes em desconformidade com os principios e
regras estabelecidos serd apurado e podera acarretar sangdes (art. 26). Além disso, qualquer
incidente adverso no uso de Inteligéncia Artificial deve ser reportado ao CNJ (art. 27)°!.

Meses apoOs a publicagdo da Resolugdo n°® 332/2020, em 4 de dezembro de 2020, o
Conselho Nacional de Justiga editou a Portaria n° 271/2020, que regulamenta o uso de
Inteligéncia Artificial no judiciario. A portaria visa ordenar o desenvolvimento, a manuten¢do
e a integragdo de modelos em um ambiente tecnoldgico uniforme e transparente. Por um lado,
refor¢a o papel do CNJ como coordenador e planejador estratégico, € por outro, busca evitar a
fragmentacdo de esfor¢os, a redundancia no uso de recursos e a auséncia de padrdoes minimos
de qualidade e controle®?.

Sob essa perspectiva, o CNJ assume a funcdo de fomentar a pesquisa e o
desenvolvimento de solugdes em Inteligéncia Artificial, alinhando-as as demandas por
celeridade, seguranca e acesso a informacdo. O normativo ndo se limita a diretrizes genéricas,
mas estabelece uma série de obrigagcdes que asseguram funcionalidade e coeréncia, tanto

técnica quanto gerencial (art. 1°)%.

8 Ibidem, loc. cit.
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As disposi¢des também reforcam a necessidade de integragdo entre os 6rgaos do Poder
Judiciario, inibindo a proliferagdo de projetos isolados e promovendo interoperabilidade
tecnologica. Tal abordagem permite o compartilhamento de boas praticas e o aproveitamento
de solugdes ja testadas, prevenindo retrabalho e a multiplicagdo de sistemas com finalidades
semelhantes. O uso de tecnologias abertas e formatos livres ¢ valorizado, ampliando o potencial
de intercambio de informagdes e a estrutura¢io de dados (art. 3°)°*.

Noutro giro, ao definir uma plataforma comum para o desenvolvimento e
disponibiliza¢ao dos modelos de IA, a Portaria procura criar um espago Gnico que concentre o
conhecimento acumulado, incentive a colaboracao continua e viabilize transparéncia quanto ao
desempenho dos algoritmos. Com isso, facilita-se o controle do codigo-fonte e as eventuais
atualizagdes, assim como se garante que as solugdes implantadas estejam alinhadas com as
diretrizes de governanga estabelecidas. Dessa maneira, a plataforma Sinapses surge como ponto
de convergéncia, fomentando a unificagdo de esforcos e permitindo que as iniciativas
desenvolvidas em um determinado 6rgdo possam beneficiar outros (art. 4°)%°.

A administracdo da plataforma sob a coordenacdo do CNJ, com o apoio do Tribunal de
Justica de Ronddnia e outros tribunais, assegura a concentracdo de responsabilidades e a
centralizagdo no repositorio oficial do codigo-fonte. Esse modelo favorece a fiscalizagao das
versoes disponibilizadas, prevenindo a proliferacao de copias ndo autorizadas ou o surgimento
de modelos divergentes sem controle (art. 5°). Ademais, a disponibilizacao de indicadores para
avaliar o grau de aplicagdo e os beneficios proporcionados pelos modelos possibilita uma gestao
inteligente do portfolio de solucdes, promovendo a melhoria continua e o aprimoramento da
qualidade (art. 6°)°.

Cumpre ressaltar que o CNJ possui a prerrogativa de prestar assisténcia técnica aos
tribunais, auxiliando na implantacdo de ferramentas automatizadas voltadas a extracdo de
dados, interoperabilidade entre sistemas processuais eletronicos e utilizagao de APIs fornecidas
pela plataforma Sinapses (art. 7°)°".

A estabilidade operacional e a disponibilidade ininterrupta da plataforma sao
asseguradas, excetuando-se os periodos de manutencdo programada, devidamente comunicados

com antecedéncia. Tal previsibilidade e transparéncia no funcionamento técnico favorecem

% Ibidem, loc. cit.
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magistrados, servidores e usudrios na organizacdo de suas rotinas, evitando que a
indisponibilidade temporaria interfira negativamente na tramitagdo dos processos ou na
atividade-fim do judiciario (art. 8° e art. 9°)°8.

Quanto ao desenvolvimento de modelos de IA em si, a norma estipula que esse processo
deve ser conduzido exclusivamente pela plataforma oficial, observando as diretrizes
estabelecidas na Resolugdo CNJ n° 332/2020 e na portaria em analise (art. 10°). Exige-se ainda
a instalacdo de um modulo extrator, que consolide os dados necessarios ao treinamento dos
modelos, incluindo metadados, movimentagdes processuais ¢ documentos convertidos em texto
simples. O 6rgdo responsavel deve implementar medidas rigorosas para proteger informagoes
sob sigilo, segredo de justica e dados sensiveis, utilizando técnicas de anonimiza¢do quando
necessario (art. 11)%.

A rastreabilidade e a auditoria das predi¢des realizadas pelos modelos de Inteligéncia
Artificial sdo indispensaveis. A Sinapses registra automaticamente o processo de
aprendizagem e consultas realizadas, permitindo uma analise detalhada do comportamento do
algoritmo. Ao mesmo tempo, os sistemas judiciais que utilizam esses modelos devem reportar
informacodes sobre eventuais discordancias, criando um ciclo de retroalimentagdo que promova
a evolucdo continua das solu¢des implementadas (art. 12 e art. 13)!1%°,

Para garantir que esses mecanismos sejam bem compreendidos e aplicados, os 6rgaos
do Poder Judicidrio devem capacitar seus colaboradores, evitando assim que a tecnologia seja
utilizada de forma inadequada ou sem conhecimento sobre suas limitagdes e potencialidades.
A necessidade de documentacdo clara e detalhada dos projetos e modelos, bem como a
indicacdo precisa das motivacdes e objetivos, assegura a quem acessa essas informacdes uma
visdo completa do porqué e de como a IA foi inserida no cendrio processual (art. 14 e art. 15)!°,

Além de tais exigéncias, a instalagdo e manutencdo do mddulo extrator, sincronizado
com os sistemas de tramitacdo processual, evidencia a preocupag¢@o em manter a consisténcia e
a atualizacdo dos dados empregados nos modelos, reduzindo os riscos de inconsisténcias. A
adaptacdo dos modelos as normas vigentes reforca a ordem interna e assegura que o
desenvolvimento tecnologico ocorra em conformidade com padrdes minimos de seguranca,

governanga e integridade (art. 16)'%%,
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Finalmente, a observancia das Tabelas Processuais Unificadas salvaguarda
padronizagdo terminologica e taxondmica, o que facilita a busca, o intercadmbio e a andlise de
informag¢des no ambito da Justica Estadual, Federal, Eleitoral, Militar, do Trabalho ¢ do
Superior Tribunal de Justica (art. 17). Caso surjam dificuldades técnicas ou materiais, o CNJ se
dispde a receber comunicagdes e intervir na resolucao de problemas, assegurando a efetividade
das disposicdes legais (art. 18). De igual modo, o levantamento periddico dos projetos de
Inteligéncia Artificial, incluindo o nimero de processos beneficiados, oferece um panorama
atualizado, permitindo ao CNJ e aos demais 6rgaos avaliar o impacto das iniciativas em curso
(art. 19)19,

Para Oscar Cardoso, no ambito do judiciario brasileiro, a Inteligéncia Artificial se
destaca como ferramenta necessaria ao enfrentamento da elevada carga processual,
promovendo celeridade, eficiéncia e reducdo de custos. Diferentemente da limitacdo humana
na recuperagdo de decisdes precedentes, a IA possui capacidade de identificar, em poucos
segundos, padrdes decisorios e propor solucdes semelhantes, respeitando o principio da
isonomia. Essa tecnologia, além de uniformizar decisdes, incorpora mecanismos de
aprendizado continuo, corrigindo falhas e adaptando-se a novas circunstancias. Assim,
supervisionada ou autdbnoma, a maquina aprimora seu desempenho com base nas intervengoes
humanas, consolidando um comportamento mais preciso € compativel com as exigéncias
juridicas'®.

Ao cabo, ¢ preciso diferenciar a automatizacdo de processos da aplicacdo efetiva de
Inteligéncia Artificial. A automatizagdo opera com base em modelos pré-estabelecidos e
situagdes previamente parametrizadas, sendo dependente de ajustes frequentes realizados por
intervencdo humana. Lado outro, a Inteligéncia Artificial distingue-se pela capacidade de
processar dados de maneira autdnoma, identificando elementos relevantes e apresentando
sugestdes mais ajustadas ao panorama, como, por exemplo, minutas de decisdes!%.

Mesmo com funcionalidades avancadas, a avaliacdo final permanece sob a
responsabilidade do magistrado, cuja atuacao critica e independente € insubstituivel. Isso
porque a Inteligéncia Artificial deve ser entendida, tdo somente, como ferramenta de apoio,

concebida para agilizar a eficiéncia e a precisdo das decisdes judiciais. A agilidade conferida
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pelo sistema tecnologico ndo exclui a necessidade de uma analise abrangente e individualizada,
assegurando que cada caso seja tratado em conformidade com suas especificidades e

complexidades!'%.

106 CARDOSO, Oscar Valente. Inteligéncia Artificial, direito e processo. Sdo Paulo: Editora Dialética, 2024. E-
book, p. 108.
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3 APLICACAO DE TECNOLOGIAS DE INTELIGENCIA ARTIFICIAL PELOS
ORGAOS JUDICIAIS

O capitulo anterior abordou os fundamentos juridicos relativos a duragdo razoavel do
processo ¢ a celeridade como pressupostos necessarios a efetividade processual. Apurou-se que
o judiciario brasileiro enfrenta uma sobrecarga preocupante de processos, 0 que compromete a
entrega de uma justica agil e efetiva, fungdo atribuida pela Constituicao Federal de 1988. A
transformagao digital, consolidada ao longo dos anos, revelou-se uma das principais estratégias
para o aprimoramento das atividades judiciais, sendo a regulamentagao do uso da Inteligéncia
Artificial um dos tltimos avangos nesse campo.

Assim, as paginas que se seguem examinardo as iniciativas implementadas pelo
judiciario que buscam conferir maior rapidez aos processos € mitigar os efeitos adversos da
demora na prestagao jurisdicional, afetando diretamente os cidaddos que recorrem ao sistema
em busca da satisfacdo de seus direitos. Considerando-se a quantidade de projetos em
desenvolvimento ou em uso, a andlise restringir-se-4 as iniciativas conduzidas pelos Conselhos,
Tribunais de Justica Estaduais e Tribunais Superiores.

Para a anélise, utilizar-se-d0 como referéncia os dados mais recentes divulgados pelo
Conselho Nacional de Justi¢ca em 2024, no “Painel da Pesquisa sobre Inteligéncia Artificial no
Poder Judiciario — 2023”. A pesquisa contou com a participacao de 94 tribunais, representando
um acréscimo de 6 o6rgdos em comparagdo aos 88 participantes do levantamento de 2022. O
estudo desses dados € preciso para compreender os esforcos do judicidrio na implementacao de
tecnologias de IA!'"7,

Dos tribunais que responderam a pesquisa de 2023, 62 relataram possuir projetos de
Inteligéncia Artificial em desenvolvimento, correspondendo a 65,96%. Em 2022, o nimero foi
de 53 tribunais, equivalente a 60,23%. O levantamento mais recente registrou 140 projetos em
fase de desenvolvimento, contra 111 projetos documentados no ano anterior, representando um
crescimento de 29 iniciativas ou 26,13%. Relativamente aos projetos de Inteligéncia Artificial
em uso ativo, a pesquisa de 2022 apontou 63 iniciativas, correspondendo a 56,76%, mas o

levantamento de 2023 ndo incluiu dados especificos sobre essa categoria. No total, 175
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respostas foram compiladas na pesquisa de 2023, ampliando expressivamente a base de dados
em comparacio ao levantamento anterior'%.

No tocante a plataforma Sinapses, o Painel 2023 registrou 37 projetos operacionais de
Inteligéncia Artificial alocados na plataforma, evidenciando uma reducao de 5 projetos (-
11,90%) em relagdo aos 42 contabilizados em 2022. A nota média atribuida pelos 6rgios ao
uso da plataforma foi de 6,41, o que reflete uma percepgdo favoravel quanto a utilidade das
ferramentas tecnolégicas na automagcio dos processos judiciais'®.

Sobre a existéncia de projetos de Inteligéncia Artificial, 80% dos respondentes
declararam que os tribunais possuem iniciativas em desenvolvimento, 18,9% afirmaram nao
dispor de projetos e 1,1% indicaram desconhecer informacdes sobre o tema. As razdes
apontadas para a inexisténcia de projetos foram submetidas a andlise, detalhando os fatores que
dificultam sua implementagio no judiciario brasileiro!'°.

Dentre os motivos registrados para a auséncia de projetos de Inteligéncia Artificial no
judiciario, a falta de recursos humanos especializados foi mencionada como a principal barreira,
registrada em 29 respostas. A auséncia ou insuficiéncia de infraestrutura apareceu em 7
respostas, seguida da falta de recursos financeiros, com 4 ocorréncias, e da desconfian¢a nos
resultados gerados por IA, citada em 3 respostas. Outras justificativas incluiram o
desconhecimento sobre os beneficios da tecnologia e o alinhamento estratégico com projetos ja
em andamento'!".

Do total de 94 6rgdos judiciais participantes, cinco declararam nao possuir iniciativas
de Inteligéncia Artificial em desenvolvimento, sendo eles o Conselho Superior da Justica do
Trabalho (CSJT), o Superior Tribunal Militar (STM) e os Tribunais de Justica do Acre (TJAC),
Alagoas (TJAL) e Espirito Santo (TJES), o que aponta para a necessidade de diagndsticos

aprofundados para compreender os fatores desestimulam a adocdo da tecnologia em

determinados orgdos do judiciario!!2.
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3.1 Tarefas realizadas e atividades contempladas nos Projetos de Inteligéncia Artificial

do Poder Judiciario

Cumpre ressaltar, preliminarmente, que as iniciativas de Inteligéncia Artificial no
ambito do Poder Judiciario tém sido organizadas em categorias distintas, direcionadas a
modernizagdo das atividades jurisdicionais e administrativas. O primeiro eixo, voltado a
classificagcdo e extracao de informagdes, contempla recursos como a classificacdo de texto, a
organizac¢do de dados estruturados e o reconhecimento de entidades nomeadas, que viabilizam
o aprimoramento do acervo documental, o isolamento de informacgdes relevantes e o
mapeamento detalhado das entidades envolvidas nos processos'!?.

A incorporacdo da tecnologia Optical Character Recognition (OCR) permite a
transposi¢do de documentos fisicos inacessiveis para o meio digital, tornando-os suscetiveis a
analise automatizada. A extragdo de relagdes amplia a capacidade interpretativa ao estabelecer
vinculos objetivos entre entidades e eventos. Além disso, a classificacdo de imagens e o
reconhecimento de objetos complementam esse eixo, permitindo que elementos visuais sejam
integrados ao conjunto probatorio de maneira automatizada e sistematica, aprimorando a
precisdo da analise processual''*.

O segundo eixo, referente a organizacdo, indexag¢do e padronizagdo de informagdes,
inclui tecnologias como a organizacdo de dados estruturados, a indexacdo de partes de
documentos digitalizados e a padronizacdo de legislagdo e jurisprudéncia. Tratam-se de
ferramentas destinadas a garantir uniformidade e coeréncia do conhecimento juridico
armazenado. A busca semantica e a similaridade de texto fortalecem as estratégias de consulta,
oferecendo instrumentos avang¢ados e precisos para pesquisa, enquanto a integragdo entre
pesquisa jurisprudencial e referenciais normativos promove a interpretagdo consistente das
decisdes judiciai'>.

O terceiro eixo, que trata da busca por casos analogos e identificacdo de padrdes de
litigancia, destaca a busca de casos similares como um instrumento eficaz para garantir unidade
interpretativa e uniformidade jurisprudencial. Sob essa perspectiva, a similaridade de texto e a

identificagdo de litigancia predatoria atuam como filtros qualitativos, restringindo abusos e

113 BRASIL. Conselho Nacional de Justica. Painel de Projetos de IA no Poder Judicidrio — 2023. Brasilia: CNJ,
2024. Disponivel em: https://paineisanalytics.cnj.jus.br/single/?appid=43bd4f8a-3c8f-49¢7-9311-
52b789b933c4&sheet=e4072450-982¢-48f-9¢2d-361658b99233 & theme=horizon&lang=pt-
BR&opt=ctxmenu,currsel&select=Ramo0%20da%20Justi%C3%A7a,&select=Tribunal,&select=Seu%20Tribunal
/%20Conselho%20possui%20Projeto%20de%20IA. Acesso em: 5 nov. 2024.

114 Thidem, loc. cit.

115 Tbidem, loc. cit.


https://paineisanalytics.cnj.jus.br/single/?appid=43bd4f8a-3c8f-49e7-931f-52b789b933c4&sheet=e4072450-982c-48ff-9e2d-361658b99233&theme=horizon&lang=pt-BR&opt=ctxmenu,currsel&select=Ramo%20da%20Justi%C3%A7a,&select=Tribunal,&select=Seu%20Tribunal/%20Conselho%20possui%20Projeto%20de%20IA
https://paineisanalytics.cnj.jus.br/single/?appid=43bd4f8a-3c8f-49e7-931f-52b789b933c4&sheet=e4072450-982c-48ff-9e2d-361658b99233&theme=horizon&lang=pt-BR&opt=ctxmenu,currsel&select=Ramo%20da%20Justi%C3%A7a,&select=Tribunal,&select=Seu%20Tribunal/%20Conselho%20possui%20Projeto%20de%20IA
https://paineisanalytics.cnj.jus.br/single/?appid=43bd4f8a-3c8f-49e7-931f-52b789b933c4&sheet=e4072450-982c-48ff-9e2d-361658b99233&theme=horizon&lang=pt-BR&opt=ctxmenu,currsel&select=Ramo%20da%20Justi%C3%A7a,&select=Tribunal,&select=Seu%20Tribunal/%20Conselho%20possui%20Projeto%20de%20IA
https://paineisanalytics.cnj.jus.br/single/?appid=43bd4f8a-3c8f-49e7-931f-52b789b933c4&sheet=e4072450-982c-48ff-9e2d-361658b99233&theme=horizon&lang=pt-BR&opt=ctxmenu,currsel&select=Ramo%20da%20Justi%C3%A7a,&select=Tribunal,&select=Seu%20Tribunal/%20Conselho%20possui%20Projeto%20de%20IA

44

duplicidades processuais. A classificagdo de documentos assegura critérios objetivos de
segmentacdo, promovendo uma organizagdo racional do acervo processual e reforcando a
consisténcia das decisdes!'!®.

O quarto eixo, centrado na automagao de documentos e dindmica processual, abrange
ferramentas como automagdo de documentos processuais, classificagao de texto, OCR, busca
semantica, reconhecimento de entidades nomeadas ¢ similaridade de texto. Esses recursos
permitem a elaboracdo automatizada de minutas e despachos. A sugestdo de movimentos
processuais ¢ a predigdo de atos judiciais fornecem subsidios robustos ao magistrado,
auxiliando-o em suas deliberagcdes. Outrossim, a automacdo do fluxo processual e o
reaproveitamento de atos processuais resultam em praticas judiciais mais ageis, precisas e
ajustadas a demanda crescente!!’.

O quinto eixo, voltado a sumarizagdo e geracao de texto, prioriza a sintese objetiva e a
inteligibilidade dos conteudos processuais. Ferramentas de sumarizag¢do ¢ geragdo
automatizada de texto simplificam a compreensdo da esséncia de documentos complexos.
Simultaneamente, a simplificacdo textual, associada aos principios de Legal Design e Visual
Law, garante um acesso mais claro e acessivel a informacao juridica, beneficiando partes
processuais, advogados e demais operadores do direito!®,

O sexto eixo, focado na interacdo direta com os usudrios, emprega ferramentas como
chatbots, respostas automatizadas e analise de fala, otimizando a proximidade entre a esfera
juridica e o jurisdicionado. Esses recursos proporcionam um atendimento mais agil, inclusivo
e humanizado. O reconhecimento automatico de fala, ao ampliar as possibilidades de acesso,
elimina a dependéncia exclusiva da comunicacao escrita. Combinada a consulta legislativa, essa
funcionalidade oferece esclarecimentos rapidos e eficientes, ajustados as demandas dos
usuarios!!,

O sétimo eixo, direcionado ao reconhecimento visual e autenticagdo pessoal, incorpora
tecnologias como o reconhecimento facial e o reconhecimento facial de apenados, que

contribuem para o refor¢o dos padroes de seguranca e legitimidade no ambito judicial. A

integracdo com ferramentas como OCR, classificacdo de imagens e reconhecimento de objetos
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adiciona rigor a analise do material probatorio, assegurando maior precisdo e confiabilidade no
tratamento das informagdes'?’.

O oitavo eixo, por derradeiro, abrange funcionalidades adicionais que transcendem os
eixos previamente descritos, abordando desde o combate a desinformagao nas redes sociais até
a transcri¢ao automatizada de videos de audiéncias. Ferramentas como a classificacao de risco,
o reaproveitamento de atos processuais e a recomendacdo de capacitacdes individualizadas
demonstram a versatilidade da Inteligéncia Artificial no ambito administrativo. A estimativa de
conciliabilidade, o calculo de probabilidade e as projegdes processuais contribuem para um
planejamento estratégico mais eficiente no Poder Judicidrio. Ainda, funcionalidades como a
coleta de informagdes em textos, o agrupamento tematico ¢ a prote¢do de dados sensiveis
garantem conformidade as normas legais e facilitam a organiza¢do e gestdo do acervo

processual !,

3.2 Projetos de Inteligéncia Artificial no &mbito dos Conselho da Justica Federal e

Conselho Nacional de Justica

O Conselho da Justi¢a Federal (CJF) e o Conselho Nacional de Justiga sdo protagonistas
no desenvolvimento de iniciativas tecnologicas e de Inteligéncia Artificial, visando ao
aprimoramento da eficiéncia e da funcionalidade no 4mbito do Poder Judiciario'*?. No &mbito
do CJF, merece destaque o e-CJFJURIS, uma plataforma desenvolvida para realizar buscas,
indexacdes e correlacdes de informagdes em bases de jurisprudéncia da Justica Federal. A
ferramenta utiliza modelos preditivos que simplificam a andlise de decisdes judiciais,
contribuindo para a uniformizacdo da jurisprudéncia. Em adi¢do, fortalece a capacidade
institucional do CJF de identificar padrdes decisérios e harmonizar a aplicagdo do direito,
assegurando maior previsibilidade e estabilidade as relagdes juridicas

Por sua vez, o CNJ desenvolveu o SAREF, um sistema destinado a realizacdo de
apresentacdes remotas de apenados vinculados as Varas de Execucgdes Penais e Medidas

Alternativas (VEPERA/DF e VEPEMA/DF). Essa solucao tecnolédgica foi implementada como

resposta as necessidades impostas pela pandemia de Covid-19. O SAREF emprega tecnologia
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de reconhecimento facial para que os sentenciados comprovem presenca por meio de
dispositivos modveis conectados a internet. Além de prevenir aglomeracdes, o sistema
proporciona maior comodidade e economia aos envolvidos'?>.

Integrado ao Sistema Eletronico de Execu¢ao Unificado (SEEU), o SAREF utiliza
mecanismos de coleta de dados biométricos, garantindo maior seguranca e prevengdo contra
fraudes no registro das apresentacdes. As presencas podem ser homologadas automaticamente
ou submetidas a validagao manual, promovendo maior eficiéncia no controle processual. Em
2022, o CNIJ convidou o Tribunal de Justica do Distrito Federal e dos Territérios (TJDFT) a
integrar o SAREF a Plataforma Digital do Poder Judicidrio, ampliando o alcance do sistema e
viabilizando sua aplica¢io em nivel nacional'**,

Neste momento, torna-se pertinente mencionar o "Relatorio de Pesquisa: Mapeando
Riscos da IA no Poder Judicidrio Brasileiro", produzido em 2024 pelo Laboratorio de
Governanga e Regulacdo de Inteligéncia Artificial (LIA) do Instituto Brasileiro de Ensino,
Desenvolvimento e Pesquisa (IDP), sob a coordenagdo das professoras Dra. Laura Schertel
Mendes e Dra. Taina Aguiar Junquilho'%.

Referido Relatério constatou que, desde a implementagdo inicial da Inteligéncia
Artificial no ambito do Poder Judicidrio nacional, exemplificada pelo Projeto Victor,
desenvolvido em 2018 para o Supremo Tribunal Federal, os tribunais brasileiros passaram a
incorporar aproximadamente 140 solugdes integradas a Plataforma Sinapses'°.

A Resolug@o n® 332, em sua versao original, consolidou os principios fundamentais
aplicaveis a governanga da inteligéncia artificial no Judiciario. Entretanto, com a ascensao das

principais aplicagdes de IA generativa no final de 2022, surgiram novos desafios e riscos. Lado

outro, intensificaram-se as discussdes acerca do Projeto de Lei n° 2338/2023 — Marco
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Regulatério da IA, que serd analisado na se¢do final desta pesquisa, circunstancia que reforca a
necessidade continua de aprimoramento normativo'?’.

O estudo conduzido pelo LIA concluiu que a minuta destinada a atualizacdo das
diretrizes da Resolucao n® 332, elaborada pelo Grupo de Trabalho instituido pela Portaria CNJ
n°®338/2023, representa uma iniciativa normativa relevante, harmonizando-se com os principais
marcos regulatdrios nacionais e internacionais sobre governanga da inteligéncia artificial. Com
base nessa analise, o Relatorio mapeou as 140 iniciativas registradas na Plataforma Sinapses,
classificando-as segundo seus respectivos niveis de risco. Confirmou-se que a maioria dos
projetos de IA enquadra-se na categoria de baixo risco'?®,

Todavia, verificou-se que algumas iniciativas carecem de informacgdes suficientes na
Plataforma Sinapses, o que impossibilita a devida classificagdo dessas solucdes. O déficit
informacional compromete a transparéncia e dificulta uma avaliagdo criteriosa dos impactos da
inteligéncia artificial no ambito judiciario. Dentre as constatacdes relevantes do mapeamento,
destaca-se a necessidade de maior detalhamento das descrigdes das solugdes registradas na
Plataforma Sinapses. Para assegurar transparéncia e viabilizar o pleno entendimento das
funcionalidades dessas ferramentas, especialmente em face da publicidade dos dados,
recomenda-se que tanto a Plataforma quanto os Tribunais promovam aprimoramentos na
apresentacdo dessas descrigdes, em conformidade com as diretrizes estabelecidas na minuta
proposta!?’.

Apurou-se, ainda, que apenas trés projetos de inteligéncia artificial generativa
encontram-se formalmente cadastrados na Plataforma Sinapses, havendo indicios de que alguns
magistrados ja utilizam tais solucdes de forma individual. Ressaltou-se, nesse mister, a
necessidade de atualizagdo da Resolucdo n° 332, a fim de incluir disposicdes especificas
voltadas a governanga da IA generativa, mitigando os riscos inerentes a essa nova categoria
tecnologica'’.

Outro aspecto relevante identificado pelo Relatorio refere-se a sugestao de realocacao
do inciso IV do artigo 7°-D da minuta, atualmente classificado como de baixo risco, para a

categoria de alto risco prevista no artigo 7°-C. Justifica-se essa modificagdo pela necessidade
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de garantir maior seguranga as ferramentas que envolvem a formulagdo de juizos conclusivos
sobre a aplicacdo de normas juridicas ou precedentes, evitando a utilizagdo de inteligéncia
artificial em fun¢des que demandam elevado grau de confiabilidade e supervisdo humana'3!.

Considerando a crescente complexidade da tecnologia e a rapida evolugao dos projetos
e solucdes de Inteligéncia Artificial aplicados ao Poder Judicidrio, o Relatério reforca a
atribuicdo conferida ao Comité de Inteligéncia Artificial do Conselho Nacional de Justica. Nos
termos do artigo 8°-B, inciso I, compete a esse 6érgao proceder a avaliacao anual da necessidade
de revisao dos critérios de categorizagao de riscos estabelecidos nos artigos 7°-B, 7°-C e 7°-D,
assegurando a permanente adequacio regulatoria diante das inovagdes tecnoldgicas!'®?,

Registra-se, por fim, que o LIA ja se encontra na fase de desenvolvimento da segunda
etapa do projeto, a qual compreenderd a criagdo de indexadores e termos de consenso. Visa-se
a otimizacdo do mapeamento e da classificacdo das iniciativas de Inteligéncia Artificial,
promovendo um aperfeicoamento continuo da governancga dessas solu¢des no ambito do Poder
Judiciario. Tal feito reforgara a segurancga juridica na aplicacdo dessas tecnologias, garantindo
maior previsibilidade, transparéncia e conformidade com os marcos regulatérios vigentes'>>.

Em complemento, tem sido promovida, no ambito do Conselho Nacional de Justica,
amplo exame acerca da incorpora¢do da Inteligéncia Artificial Generativa (IAG). Tal iniciativa
decorre do mandato normativo conferido ao referido 6rgdo, além de seu compromisso com a
pesquisa cientifica!>*,

A luz das informagdes constantes no Relatorio de Pesquisa de 2024, intitulado “O uso
da Inteligéncia Artificial Generativa no Poder Judiciario brasileiro”, constata-se inequivoca
preocupagao quanto ao acompanhamento da evolucdo dessa tecnologia, com vistas a defini¢ao
de parametros normativos aptos a orientar sua aplicagiio no ambito da prestacdo jurisdicional >
Desde 2022, verifica-se a ampla projecdo dos sistemas de IAG, cuja capacidade

funcional abrange a elabora¢do de conteudo inédito em textos, imagens, videos e audios.
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Distintamente dos métodos tradicionais de aprendizado de maquina, tais instrumentos dispdem
de interfaces intuitivas, viabilizando sua utilizagdo por individuos sem formagdo técnica
avancada'®S.

Conquanto as vantagens desse avango tecnologico envolvam a expansao do acesso e o
fortalecimento do uso da Inteligéncia Artificial, as IAGs introduzem riscos adicionais,
cumulando-se aos desafios ja inerentes aos modelos preexistentes. Tais vulnerabilidades sao
acentuadas pela disseminagdo irrestrita dessas solugdes e pela crescente sofisticagao dos
algoritmos empregados. Dentre as principais preocupacdes, destaca-se a possivel afronta a
direitos autorais, o que impde prudéncia por parte de desenvolvedores e usudrios'®’.

Convém assinalar que, em virtude da acessibilidade dessas plataformas, a utilizagdo dos
sistemas deixou de estar restrita as institui¢cdes, ocorrendo, em diversos casos, a margem do
controle e da supervisdo das instancias administrativas superiores. Por esse motivo, magistrados
e servidores podem lancar mao de geradores de texto para confeccionar pegas processuais e
minutas decisorias, sem que haja registro formal do emprego dessas ferramentas, inclusive na
Plataforma Sinapses. Essa circunstancia compromete a rastreabilidade do conteudo produzido
e dificulta o controle sobre a utilizagdo dessas tecnologias!®®.

Outrossim, a incorporacdo de IAGs na esfera da Administragdo Publica propicia
beneficios relevantes, mormente no que tange a agilidade na tramitacdo de processos e a
automagao de tarefas repetitivas. Um exemplo dessa aplicacao consiste no emprego de chatbots
orientativos para o atendimento ao publico, possibilitando a realocagdo da forca de trabalho
para atividades de maior complexidade decisoria. Todavia, a adogdo dessas ferramentas no setor
publico exige a observancia estrita dos principios juridicos aplicaveis, em virtude da natureza
sensivel das atribui¢des estatais e da elevada responsabilidade que lhes é inerente!.

No cenario brasileiro, ja € possivel observar a adogdo estruturada da IAG em diversos
segmentos da Administracdo Publica e do Poder Judicidrio. O Tribunal de Contas da Unido
destaca-se pelo emprego de solugdes tecnologicas voltadas ao aperfeigoamento processual e ao

fortalecimento do controle externo'“°.
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De modo analogo, o Tribunal de Justi¢a de Santa Catarina formalizou a aquisi¢cdo do
sistema Copilot, objetivando o aprimoramento da gestdo processual. A implementacdo de tais
tecnologias viabiliza a sintese, sistematizacdo e extracao de dados juridicos relevantes, além da
elaboragdo assistida de minutas, aprimorando a qualidade e eficiéncia do exercicio
jurisdicional'4!.

Nao obstante, a dindmica acelerada da inovagdo tecnoldgica impde a necessidade de
estruturas solidas de governanga, pois a aplicagao inadequada de IAGs, associada a omissao
regulatoria, acarreta riscos substanciais que demandam mitigacdo imediata. O documento
Guidelines for the Use of Al Systems in Courts and Tribunals, publicado pela Unesco, alerta
para a crescente utilizacdo da inteligéncia artificial na produ¢dao de documentos juridicos e na
formulacio de decisdes judiciais, sem a devida padronizagdo normativa'#?,

Referido documento destaca a auséncia de regulamentagdo formal e menciona
iniciativas de distintos paises, incluindo o Brasil, evidenciando a necessidade premente de
marcos regulatorios rigorosos para assegurar a legitimidade e a seguranca na aplicagdo dessas
tecnologias no &mbito jurisdicional '3,

Em sintese, o Relatdrio elaborado pelo CNJ teve como propdsito central aprofundar a
analise dos aspectos de governanga relacionados a incorporagdo da Inteligéncia Artificial
Generativa no Poder Judicidrio. Paralelamente, buscou-se identificar praticas ja adotadas por
magistrados e servidores, bem como avaliar as diretrizes normativas estrangeiras aplicaveis a
esses sistemas'*,

No que concerne as iniciativas de governanga mencionadas na literatura e as
salvaguardas adotadas por tribunais internacionais, verificou-se que 0s mecanisSmos
convencionais de controle da inteligéncia artificial revelam-se ineficazes quando aplicados as
IAGs. Surge, pois, a necessidade imperiosa de revisdo e complementacdo normativa,
assegurando diretrizes adaptadas as peculiaridades dessas tecnologias'*’.

Nessa linha, sugere-se que o CNIJ edite normativos especificos que contemplem

aspectos essenciais das IAGs, tais como a aptidao para a geragao de conteudo inédito; interface

intuitiva e acessivel; risco de atribuicdo indevida de credibilidade aos resultados; possiveis
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ofensas a direitos autorais; incertezas quanto a privacidade dos dados pessoais utilizados nos
prompts e na formulagio de respostas'4S.

A transparéncia na adogao dessas tecnologias impde o acompanhamento sistematico das
aplicagoes realizadas, uma vez que a facilidade de acesso transferiu a decisdo sobre seu uso
para esferas descentralizadas. Assim, recomenda-se que as institui¢des publicas estabelecam
diretrizes de governanca, promovam treinamento especializado para seus quadros funcionais e
adotem mecanismos de controle que previnam riscos decorrentes de vieses algoritmicos e
dependéncia indevida dos resultados gerados'?’.

Ademais, deve-se realizar rigorosa avaliagao dos fornecedores, observando critérios que
assegurem a exclusdo de conteudos abusivos, a protecao de dados sensiveis, a sustentabilidade
das solugdes tecnoldgicas e a confiabilidade das ferramentas utilizadas 4%,

A partir de pesquisa de adesdo voluntéria, conduzida entre magistrados e servidores do
Poder Judiciario, verificou-se que a adogdo das IAGs ja alcanga proporgdes expressivas, ainda
que de maneira ndo sistematizada. Identificou-se, ainda, que a utilizacdo dessas ferramentas
ocorre majoritariamente em plataformas publicas disponiveis na internet, em detrimento de
solucdes institucionais'*.

No ambiente de trabalho, manifestaram-se preocupagdes quanto ao impacto social do
ingresso dessas inovagdes, ressaltando-se a importancia da interagdo humana na prestacao
jurisdicional e a necessidade de uma transi¢do gradual e planejada'*’.

Diante do exposto, constata-se que a IAG configura-se como ferramenta de elevado
potencial para o aprimoramento do Poder Judiciario, exigindo, contudo, uma governanga
normativa robusta que resguarde o uso prudente dessas tecnologias e preserve direitos
fundamentais'>!.

A producdo normativa do CNIJ, a capacitagdo dos profissionais do direito e a
transparéncia na adocdo dessas solu¢des constituem vetores indispensdveis para sua

implementagdo segura e responsavel no ambito da jurisdi¢gdo, em consondncia com oS
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principios diretivos da Administragdo Publica e as garantias inerentes ao devido processo

legal'>2,

3.3 Projetos de Inteligéncia Artificial no ambito da justica estadual

A Justica Estadual tem promovido iniciativas tecnolédgicas direcionadas a modernizacao
de seus sistemas, buscando atender as demandas especificas de suas jurisdi¢des. Tais projetos
utilizam Inteligéncia Artificial para aprimorar a eficiéncia processual, reduzir custos e ampliar
a acessibilidade na prestacgdo jurisdicional!.

No Tribunal de Justica do Amazonas (TJAM), o projeto Abagai foi desenvolvido em
colaboracdo com outras entidades do setor juridico. Baseado em IA, o sistema identifica
similaridades entre processos judiciais, com foco na deteccdo de agdes repetitivas ou
predatorias. Mediante o uso de técnicas de processamento de linguagem natural, o Abagai
analisa padrdes processuais, apoia a avaliagdo de precedentes e otimiza procedimentos
administrativos'>*,

Em ontinuidade aos esforcos de modernizagdo, o Tribunal de Justica do Amapa (TJAP)
implementou o sistema 774, ferramenta voltada ao tratamento de demandas judiciais
repetitivas. A tecnologia automatiza a autuag¢do de processos sem necessidade de intervengao
manual, integrando-se ao Tucujuris, sistema de gestdo processual do tribunal. Essa integragcdao
possibilita a identificagdo de demandas similares logo apds o registro da peti¢do inicial,
promovendo a classificagdo automatizada e precisa dos processos, o que simplifica de forma
significativa as etapas do trAmite processual'>>.

De forma similar, o Tribunal de Justiga da Bahia (TJBA) adotou diversas solugdes
tecnologicas para aprimorar a gestdo de processos € o atendimento ao publico. Entre elas,
destaca-se a assistente virtual Sofia, criada para responder as duvidas mais frequentes dos

jurisdicionados dos Juizados Especiais, utilizando IA integrada a plataforma Sinapses. O

projeto apresenta recursos de acessibilidade e foi utilizado pelo CNJ como referéncia em cursos
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de capacitagao sobre IA no Poder Judicidrio. Outra ferramenta relevante, o ALPHAJUS, aplica
IA para identificar temas em processos judiciais e indicar sentengas recorrentes em casos
similares. A funcionalidade busca uniformizar decisdes judiciais, auxiliando magistrados na
padronizag¢do e no aprimoramento da transparéncia decisoria'>®.

Ainda no ambito da inovagdo tecnoldgica no judicidrio baiano, o projeto Oxossi utiliza
o sistema Athos, desenvolvido pelo CNJ, que realiza buscas por palavras-chave e identifica
processos relacionados. Incorporando também a funcionalidade de busca por similaridade, a
tecnologia permite que servidores e magistrados localizem processos semelhantes a partir de
documentos enviados ou ja existentes na plataforma, facilitando a pesquisa de precedentes e
temas repetitivos'>’.

O Robo Haia constitui outro importante projeto. Voltado a automagao do processamento
de documentos nas Varas da Fazenda Publica, realiza tarefas como pedidos de suspensao e
extingdo de dividas, etiquetagem e minuta automatica de processos. A ferramenta ja processou
mais de 160 mil processos no Estado, reduzindo consideravelmente o tempo necessario para
atividades anteriormente realizadas de forma manual, assegurando maior agilidade na
tramitagdo processual %%,

O Tribunal de Justica do Ceara (TJCE) também desenvolveu sete projetos baseados em
IA com o objetivo de aprimorar a gestdo processual e a efici€éncia administrativa, dos quais
destaca-se o sistema BERNA, capaz de identificar e agrupar automaticamente processos que
compartilham fatos e teses juridicas semelhantes. A funcionalidade auxilia a administracdo de
grandes volumes de demandas judiciais, otimizando a organizacdo dos processos. Ao mesmo
tempo, o tribunal adotou sistemas que utilizam IA para prever o risco de revitimiza¢do em casos
de violéncia doméstica, com base em dados do formulario nacional de avaliacdo de risco e
historicos processuais. As ferramentas auxiliam na gestdo de casos sensiveis e na formulagao
de estratégias preventivas'>’.

A ferramenta de Classificacdo de Assuntos automatiza a categorizacdo de temas nos

processos judiciais, garantindo maior precisao no cadastro de informagdes no sistema P.Je. Em
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paralelo, o Extrator de Ementas, baseado no modelo BERTimbau, gera resumos automaticos de
acordaos, otimizando a consulta a decisdes judiciais e a analise documental'¢°.

O sistema de IA para Precedentes sugere temas relacionados aos casos em analise,
promovendo a uniformizagdo jurisprudencial por meio da indicacdo de precedentes e
orientacdes que fortalecem a consisténcia das decisdes judiciais. Outras iniciativas incluem o
Classificador de Peti¢oes Iniciais, que automatiza a identificacdo de peticdes nos processos
judiciais, e o Classificador de Documentos Juridicos, que valida e categoriza automaticamente
documentos processuais'®!.

Em seguimento a incorporagao de tecnologias avancadas, o TIDFT desenvolveu cinco
projetos baseados em IA, dentre os quais o SAREF, como se viu, que utiliza tecnologia de
reconhecimento facial para viabilizar a apresentacao de apenados, automatizando o controle de
presenca e minimizando filas. O projeto Maat, por sua vez, recomenda o sobrestamento ou a
aplicagio de teses firmadas em processos no sistema PJe'®?,

Ainda no TIDFT, o sistema Artemis foi concebido para identificar demandas repetitivas
e praticas como a litispendéncia, prevenindo a autuacgao de processos duplicados. O Toth auxilia
na analise de peti¢cdes iniciais ao sugerir classes e assuntos processuais, favorecendo maior
padronizagdo terminologica e agilidade na categorizagao dos processos no sistema PJe. Por
fim, o projeto Amon emprega tecnologia de reconhecimento facial nas portarias do tribunal,
comparando biometria facial com imagens previamente armazenadas, com o objetivo de
reforcar a seguranca institucional ',

No Tribunal de Justiga de Goias (TJGO), dois projetos de IA foram implementados para
atender as demandas judiciais de maneira mais célere e acessivel. O sistema Berna utiliza
técnicas avancadas de Processamento de Linguagem Natural (PLN) para identificar e agrupar
demandas judiciais com causas de pedir e teses juridicas semelhantes. A partir de aprendizado

ndo supervisionado e aprendizagem por transferéncia, o Berna realiza clustering de processos

similares, automatizando notificagdes sobre litispendéncia e conexdao processual no sistema
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eletronico. Containerizado em Docker, o sistema permite replicacdo em outros tribunais, com
termos de cooperagio técnica ja firmados com seis interessados ',

Na mesma perspectiva de aprimoramento do acesso a informagdo judicial, o TIGO
desenvolveu o projeto Visual Law e Simplificagdo, que aplica IA para tornar a comunicagao
processual mais acessivel. A ferramenta traduz termos juridicos complexos para linguagem
simples e converte decisdes judiciais em resumos visuais, utilizando fluxogramas e recursos de
Legal Design. Essa iniciativa amplia a inclusdo e a transparéncia processual, facilitando a
compreensio das decisdes por cidaddos sem formacio técnico-juridica'®’.

O Tribunal de Justiga do Maranhdao (TJMA) apresentou o projeto Firmina, uma
iniciativa de TA destinada a andlise automatizada de peti¢gdes iniciais para identificagdo de
precedentes juridicos. O sistema foi concebido para apoiar magistrados na fundamentacao das
decisdes, contribuindo para a redugdo do tempo de tramitacdo processual e a mitigacdo de
inconsisténcias no tratamento das demandas'®.

Na mesma toada de maximizagdo da eficiéncia processual, o Tribunal de Justica de
Minas Gerais (TJIMG) implementou trés projetos baseados em IA voltados ao aprimoramento
do trabalho judicial e ao acesso a informacdo. O Sistema Assistente Virtual de Inteligéncia
Artificial (SAVIA) foi desenvolvido para auxiliar magistrados e servidores na elaboragdo de
textos. Integrado ao sistema SEI e a plataforma de e-mail Zimbra, o SAVIA viabiliza o uso de
comandos de voz, organiza tarefas frequentes em bibliotecas acessiveis e oferece ferramentas
para resumir ou expandir textos extensos, otimizando a gestio documental'®’,

Ainda no TIMG, o Sistema Assistente de Linguagem Simples (SALISE) facilita o
entendimento do publico quanto ao andamento de processos judiciais. Integrado a consulta
publica do PJe, o sistema traduz movimentagdes e documentos processuais para linguagem
acessivel, além de permitir a insercdo de dividas especificas em um campo de texto livre,
gerando perguntas contextuais que promovem maior interagdo entre o judicidrio e os
usuarios %8,

Em complemento as iniciativas, o Sistema de Orientagdo, Facilita¢do de Informagoes

Judiciais e Acessibilidade (SOFIA) foi implementado para assegurar maior clareza e
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acessibilidade as partes processuais. A ferramenta utiliza QR Codes em documentos judiciais,
direcionando os interessados a explicagdes simplificadas acessiveis por dispositivos moveis.
Adicionalmente, proporciona interagdes personalizadas e sugestdes de perguntas, permitindo o
esclarecimento eficiente das informagdes processuais'®’.

No Tribunal de Justica do Para (TJPA), a inovagdo tecnologica é representada pelo
projeto Pergunte ao Processo, aplicagdo baseada em técnicas de mineracdo de dados. Destinada
a otimizar a busca de informagdes em processos judiciais, a ferramenta sera disponibilizada aos
usudrios internos, permitindo a localizacfio rapida e precisa de dados processuais especificos'”.

Por sua vez, o Tribunal de Justica da Paraiba (TJPB) desenvolveu o projeto Sebastiana,
uma solucdo tecnoldgica que integra IA ao sistema juridico da institui¢do. Inicialmente
concebido para identificar e sugerir movimentos judiciais na elaboracdo de minutas, o
Sebastiana foi aprimorado para gerenciar modelos de IA utilizando plataformas como a
Sinapses, fornecida pelo CNJ!"!,

No Tribunal de Justica de Pernambuco (TJPE), duas ferramentas de Inteligéncia
Artificial foram implementadas para aprimorar a eficiéncia processual e administrativa. A
primeira, denominada BASTIAO, foi projetada para identificar e mitigar demandas repetitivas
e predatorias, valendo-se de modelos que analisam fluxos processuais, comportamentos das
partes e reutilizagdo de documentos. A ferramenta integra uma rede social interna que conecta
magistrados, servidores e parceiros institucionais, como a OAB e o Ministério Publico,
fortalecendo a colaboragdo no combate a praticas processuais abusivas. A segunda iniciativa, a
Sibyl, foi desenvolvida para aplicag@o interna no gabinete do Desembargador Alexandre Freire
Pimentel. Combinando um sistema especialista voltado para decisdes simples e [A generativa
para casos mais complexos, a Siby/ apoia a reda¢do de minutas, auxiliando de maneira eficiente
a atividade decisoria!’2,

Na mesma dire¢ao, o Tribunal de Justica do Piaui (TJPI) desenvolveu uma série de
projetos baseados em IA, como o JuLlA, um conjunto integrado de ferramentas voltadas a

analise de dados, automacdo de movimentagdes processuais, comunicagdo ativa € acesso

facilitado as informacdes processuais. Em resposta as demandas urgentes de protecdo social, o
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tribunal implementou o Peticionador de Medidas Protetivas por WhatsApp, que utiliza um
chatbot para viabilizar a solicitacdo de medidas protetivas por vitimas de violéncia doméstica,
com encaminhamento automatico dos pedidos ao PJe, com uso de linguagem natural'”>.

Ainda no TJPI, o projeto IPE foi concebido para otimizar a elaboragio de minutas,
reaproveitando atos ja proferidos. Baseada no modelo Athos/STJ, a ferramenta identifica
documentos similares e reduz o esforco manual necessario para a criacdo de novas minutas. Em
paralelo, o projeto Larry — Assessor IAA auxilia na analise de admissibilidade de requisitos
subjetivos em peticdes judiciais, com perspectivas de expansdo para os gabinetes de
Desembargadores, otimizando a capacidade analitica no exame das demandas processuais'’.

O sistema Larry apresenta funcionalidades especificas que ampliam sua aplicabilidade
pratica. A versdo 1 compara peti¢des iniciais de processos distribuidos no primeiro grau,
enquanto o Larry Prescri¢do Intercorrente identifica casos de prescri¢do intercorrente em
execucdes fiscais, notificando o procurador e permitindo o encerramento do processo.
Simultaneamente, o NatJus GPT foi implementado para facilitar pesquisas em notas técnicas
do e-NatJus, utilizando 1A para promover governabilidade, rastreabilidade e contextualizacao
das informacdes. Restrita a magistrados e médicos do tribunal, a ferramenta oferece suporte
técnico em decisdes judiciais relacionadas a area da saude!”>.

No Tribunal de Justica do Rio de Janeiro (TJRJ), o projeto Recursos Interpostos foi
desenvolvido com o proposito de agilizar a triagem de processos em segunda instancia.
Utilizando A, a ferramenta auxilia magistrados na andlise de recursos, empregando
precedentes qualificados, como stiimulas, IRDRs e IACs, garantindo uma tramitagdo mais agil
e fundamentada dos recursos, facilitando a tomada de decisGes sobre sua admissibilidade ou
negativa!’®.

Por sua vez, o Tribunal de Justica do Rio Grande do Norte (TJRN) implementou o
GPSMED, uma plataforma de IA voltada a anélise de informagdes processuais relacionadas a
saude publica. A ferramenta apoia a Administracdo Publica na gestdo de recursos, oferecendo
dados detalhados sobre processos em andamento e os itens mais demandados, como

medicamentos e tratamentos por localidade. As informacdes consultadas subsidiam o
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planejamento de compras em larga escala e a alocacdo orcamentdria necessaria para o
cumprimento das decisdes judiciais'”’.

No Tribunal de Justiga de Rondonia (TJRO), a modernizagdo processual foi
impulsionada por quatro projetos de IA direcionados a eficiéncia e a padronizagdo. Entre eles,
0 SIA-Resp foi desenvolvido para verificar a admissibilidade de recursos ao Superior Tribunal
de Justica (STJ). O sistema agrupa recursos similares e sugere minutas com base em
precedentes jurisprudenciais, conferindo maior rapidez e uniformidade ao processamento dos
recursos!’s.

Os projetos Conexus e Collectivus destinam-se a identificacdo e ao agrupamento de
petigdes iniciais por similaridade, permitindo a analise conjunta de processos repetitivos. Os
recursos otimizam a gestdo de grandes volumes de casos, auxiliando assessores e magistrados
na organizagao processual. O projeto Lex/A, voltado a Central de Processamento Eletronico,
automatiza a identificacdo de documentos processuais e tarefas correlatas, reduzindo esforcos
manuais e otimizando rotinas administrativas. O Projeto de Concilia¢do, por sua vez, utiliza
IA para facilitar negociacdes entre as partes antes da judicializagdo, analisando interagdes e
promovendo acordos de forma 4gil e segura!”,

No Tribunal de Justi¢a de Roraima (TJRR), o projeto BERNA destaca-se como solugao
baseada em técnicas de PLN, automatizando a andlise e organizagdo de peticoes judiciais,
promovendo maior eficiéncia na gestdo documental e celeridade no fluxo processual. O sistema,
direcionado a magistrados e servidores, contribui ainda para a prevengdo de litigios e o
aprimoramento das atividades judiciais'®’.

O Tribunal de Justica do Rio Grande do Sul (TJRS) desenvolveu 12 projetos de 1A
voltados a modernizagdo e otimizacao dos servicos judiciais, dentre os quais o Chatbot para o
Atendimento da CADI, que presta suporte em tecnologia da informagao, e o Chatbot DIGEP,

projetado para atender servidores e magistrados, ativos e inativos, em demandas relacionadas a

Direcdo de Gestdo de Pessoas'®!.
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Além dos citados, o projeto /4 Execugdo Fiscal foi implementado para analisar peti¢des
iniciais em execugodes fiscais, simplificando a tramitacao de processos de grande volume. Outro
avango ¢€ o sistema Grafo, que reduz o tempo necessario para a analise de videos de audiéncias
e respectivas transcrigdes. Ao mesmo passo, a ferramenta /4 Valida¢do de Assuntos garante a
correcdo de temas indicados por advogados, assegurando uma distribui¢do processual
adequada'®?.

Outras iniciativas incluem a I4 Sugestdo de Assuntos para Advogados, que propde
temas processuais durante o peticionamento inicial, e a /4 Classificador por Conteudo, voltada
a classificagdo automatica de documentos com base em similaridade textual. Na mesma linha,
o projeto IA Gerador de Resumos elabora sinteses automaticas de documentos processuais,
contribuindo para a analise de processos e aprimorando a eficiéncia administrativa's3.

Ainda no TIJRS, a I4 Admissibilidade foi concebida para triagem e automacgdo de
processos recursais, enquanto o sistema de Tramitagdo Automatizada aprimora o fluxo
processual ao mitigar atrasos. Entre as solucdes tecnoldgicas, destaca-se o LLM GPT Relatorio
de Sentenca, que utiliza tecnologia GPT para gerar resumos de sentencas, reduzindo tempo e
recursos. Por ultimo, o projeto Audiéncias Inteligentes promove revisdes imediatas ao
transcrever audiéncias e destacar pontos relevantes, oferecendo suporte eficiente a magistrados
e servidores'®4.

O Tribunal de Justica de Santa Catarina (TJSC) implementou quatro projetos de 1A
direcionados a gestdo processual e a andlise de dados judiciais, como o projeto Predicoes da
Movimentag¢do Processual Futura, que emprega séries temporais e tecnologia baseada no
algoritmo AutoARIMA para prever movimentacgoes processuais com base em dados acumulados
desde 2015. A ferramenta gera relatérios e boletins gerenciais detalhados, fornecendo suporte
estratégico a administragio do tribunal'®.

O Robé Auxiliar, desenvolvido pela Corregedoria-Geral da Justiga, automatiza a leitura
e a classificagdo de petigdes em areas como direito bancario e execugao fiscal, inserindo
minutas de forma automatica com base em pardmetros preestabelecidos. De modo
complementar, o projeto Similaridade de Sentencas do 1° Grau no Segundo Grau foi concebido

para identificar sentencas similares entre os graus de jurisdi¢do nos gabinetes de Direito
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Publico. Utilizando um modelo baseado em Doc2Vec, o sistema organiza o fluxo de trabalho e
facilita analises comparativas, otimizando o tratamento dos dados apresentados'®®.

A inovagdo tecnoldgica no TJSC inclui também o Classificador por Conteudo,
originalmente criado pelo TRF4 e posteriormente adotado no sistema eproc nacional. A solugao
classifica peti¢des iniciais e intermediarias com base em similaridade textual, comparando
documentos peticionados com uma base previamente cadastrada e aplicando automatizagdes
configuraveis quando os percentuais de similaridade atingem valores predefinidos'®’.

No Tribunal de Justi¢a de Sao Paulo (TJSP), o uso de IA foi direcionado a seis projetos,
dentre eles o Analise de Custas de Preparo Recursal, desenvolvido em parceria com a USP,
que visa identificar e verificar a corre¢cao dos valores recolhidos em custas recursais, auxiliando
as unidades de primeiro grau na elaboragao de certiddes. O projeto Andlise de Guias de Custas
Duplicadas utiliza técnicas de Big Data para extrair informagdes das guias de recolhimento e
detectar possiveis duplicidades nos valores pagos, aprimorando o controle administrativo'®s.

Outra solugao tecnoldgica relevante no TISP ¢é a ferramenta Identificacdo de Processos
com Precedentes Vinculados, elaborada com o apoio dos Nucleos de Gerenciamento de
Precedentes e Acgdes Coletivas, que possibilita a identificagdo e suspensdo de processos
repetitivos na segunda instancia até a decisdo final do STJ. No primeiro grau, o projeto Andlise
de Precedentes examina peticdes iniciais para identificar vinculos com precedentes
previamente estabelecidos, promovendo uniformidade e agilidade na tramitacdo de agdes
coletivas. Com foco no peticionamento eletronico, o TJSP desenvolveu um modelo de TA
integrado ao portal e-SAJ, projetado para sugerir classe e assunto com base na peti¢ao inicial
anexada, com vistas a reduzir o uso de classificagdes genéricas'®.

O Tribunal de Justiga do Tocantins (TJTO) implementou dois projetos de IA. O primeiro
deles, Projeto de Identificagdo de Demandas Predatorias, foi criado para detectar padrdes
especificos de litigancia predatdria, apoiando magistrados e servidores na andlise e gestdo de
casos dessa natureza. A segunda iniciativa, GiselLl, aplica técnicas de PLN para analisar e

classificar atos realizados nas serventias extrajudiciais do Estado. A solug¢do atende as
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necessidades da Corregedoria-Geral da Justica, ao fortalecer o controle, a orientagdo e a

fiscalizagdo das atividades extrajudiciais'®’,

3.4 Projetos de Inteligéncia Artificial no ambito do Superior Tribunal de Justica e do

Supremo Tribunal Federal

O STJ desenvolveu oito projetos de Inteligéncia Artificial (IA) voltados ao
aprimoramento da gestdo e analise de documentos juridicos, a padronizagao de processos e a
otimizagdo do fluxo de trabalho em suas unidades judiciais. Entre as iniciativas, destaca-se a
plataforma Athos, que foca na analise de similaridade entre documentos juridicos. Desde agosto
de 2018, a ferramenta foi integrada ao Justica Web e ja vetorizou mais de 18 milhdes de
documentos, utilizando um modelo treinado com 328.732 acorddos emitidos entre 2015 e
20171,

Complementando a plataforma Athos, o projeto Sugestdo do Movimento Processual foi
desenvolvido para propor movimentos processuais adequados com base no conteudo das
decisdes judiciais. A ferramenta corrige erros de vinculacdo e estda alinhada as metas
estabelecidas pelo CNJ. J& a Plataforma para Andlise Prévia de Admissibilidade potencializa
o motor de busca do Athos, permitindo a identificagdo de precedentes similares por meio da
insercao de textos de acdrdaos ou peticdes, facilitando a analise do juizo de admissibilidade
pelos tribunais'®2.

Outro destaque € o projeto Athos Tribunais, que agrega valor ao mapear controvérsias
juridicas, monitorar grandes demandantes e sugerir estratégias para a prevengao de litigios e o
gerenciamento de precedentes. Ao seu lado, a iniciativa Admissibilidade Cotejada com Auxilio
de IA automatiza a analise de fundamentos de inadmissdo em recursos especiais, otimizando a

triagem processual e reduzindo o tempo despendido em tarefas manuais pelos servidores'®>.
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Dentre as demais iniciativas do STJ, citam-se o projeto Classifica¢do de Originarios,
que aplica técnicas de visdo computacional para classificar pecas processuais em formato PDF,
e o Indexagcdo Legislativa, projetado para extrair referéncias legislativas e informagdes
relevantes de documentos juridicos. O Corpus927, realizado em parceria com a Enfam,
consolida decisdes vinculantes do Supremo Tribunal Federal (STF) e do STJ, permitindo o
agrupamento de decisdes similares com base nos artigos legais referenciados'**.

No STF, iniciativas tecnoldgicas também tém impulsionado a automagao ¢ a eficiéncia
judicial. O projeto RAFA 2030 utiliza algoritmos de aprendizado de maquina para classificar
textos juridicos em conformidade com os Objetivos de Desenvolvimento Sustentavel (ODS) da
Agenda 2030 da ONU. Complementando essas agdes, o projeto Victor facilita a identificacao
de casos relacionados a Repercussdo Geral, promovendo maior celeridade e consisténcia na
anlise de temas de relevancia constitucional!*>,

Em 16 de dezembro de 2024, o Supremo Tribunal Federal anunciou o langamento de
uma nova solugdo tecnoldgica, a plataforma MARIA, sigla que representa o Mddulo de Apoio
para Redacdo com Inteligéncia Artificial. O desenvolvimento da plataforma iniciou-se com um
chamamento publico realizado em novembro de 2023, que atraiu a participacao de mais de 20
empresas interessadas'®®.

Ao final do processo seletivo, seis companhias foram escolhidas para colaborar no
projeto, destacando-se a EloGroup, que contribuiu ao disponibilizar o codigo-fonte. O avango
do projeto foi possibilitado com o suporte da Microsoft, especialmente durante a fase de prova
de conceito. A transferéncia de direitos sobre a tecnologia viabilizou ao Supremo Tribunal
Federal integrar a solucdo ao seu ecossistema digital, garantindo a continuidade de atualiza¢des
do recurso'’.

O sistema MARIA foi projetado para revolucionar a maneira como textos e relatorios
sdo desenvolvidos no ambito judicial. Segundo o ministro Luis Roberto Barroso, a iniciativa
traduz um esforgo continuo para integrar ferramentas inovadoras que agilizem os processos no

judiciario. Mediante o uso de inteligéncia artificial generativa, a plataforma permite uma
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automatizacdo eficiente de tarefas textuais, direcionando os servidores para atividades que
requerem maior andlise e expertise técnica'®s.

No estagio inicial de sua aplicagdo, MARIA foi planejada para atender a trés objetivos
centrais. Primeiramente, busca sintetizar, de maneira agil e eficaz, os entendimentos dos
ministros mediante geracdo de minutas de ementas. Além disso, concentra-se na padronizacao
de procedimentos ao produzir relatdrios processuais especificos para Recursos Extraordinérios
e Recursos Extraordinarios com Agravo, promovendo uniformidade na gestdo dos casos. Por
fim, dedica-se a avaliac¢ao preliminar de peti¢des iniciais em agdes de reclamacgao, respondendo

a questdes estratégicas que orientam essa fase inicial. Seu objetivo consiste em tornar mais

eficiente e segura a elaboragio de documentos juridicos'®.

3.5 Principais resultados e beneficios alcancados ou esperados pela adocao da

Inteligéncia Artificial no Poder Judicial

Quando questionados sobre os principais resultados e beneficios alcangados com a
adocdo de projetos de Inteligéncia Artificial (IA) nos tribunais e conselhos, as respostas
fornecidas pelos orgaos participantes foram organizadas em sete eixos. Tais eixos abrangem o
aperfeigoamento dos processos decisorios, a eficiéncia processual e a otimizagdo de recursos, a
identificacdo de padrdes em grandes volumes de dados, a ampliacdo do acesso a justica e da
celeridade processual, a promog¢ao de transparéncia e rastreabilidade, o fortalecimento da gestao
interna e a alocacdo estratégica de recursos humanos, além do estdgio de implementagdo e da
auséncia de dados empiricos consolidados®%.

Dentre os resultados identificados, evidencia-se a capacidade de enriquecer a acuracia
deciséria dos magistrados. Isso ¢ obtido por meio de andlises criteriosas que fortalecem a
solidez dos fundamentos juridicos apresentados e reduzem lacunas interpretativas na avaliagao
de questoes de fato e de direito. Esse avango assegura maior precisao e consisténcia as decisdes

judiciais®®!.

198 Ibidem, loc. cit.

199 Ibidem, loc. cit.

200 [dem. Conselho Nacional de Justica. Painel de Projetos de 1A no Poder Judicidrio —2023. Brasilia: CNJ,
2024. Disponivel em: https://paineisanalytics.cnj.jus.br/single/?appid=43bd4f8a-3c8f-49¢7-9311-
52b789b933c4&sheet=e4072450-982c-48f-9¢2d-361658b99233 &theme=horizon&lang=pt-
BR&opt=ctxmenu,currsel&select=Ramo0%20da%20Justi%C3%A7a,&select=Tribunal,&select=Seu%20Tribunal
/%20Conselho%20possui%20Projeto%20de%20IA. Acesso em: 5 nov. 2024.

20 BRASIL. Conselho Nacional de Justica. Painel de Projetos de IA no Poder Judicidrio — 2023. Brasilia: CNJ,
2024. Disponivel em: https://paineisanalytics.cnj.jus.br/single/?appid=43bd4f8a-3c8f-49¢7-9311-
52b789b933c4&sheet=e4072450-982c-48f-9¢2d-361658b99233 &theme=horizon&lang=pt-


https://paineisanalytics.cnj.jus.br/single/?appid=43bd4f8a-3c8f-49e7-931f-52b789b933c4&sheet=e4072450-982c-48ff-9e2d-361658b99233&theme=horizon&lang=pt-BR&opt=ctxmenu,currsel&select=Ramo%20da%20Justi%C3%A7a,&select=Tribunal,&select=Seu%20Tribunal/%20Conselho%20possui%20Projeto%20de%20IA
https://paineisanalytics.cnj.jus.br/single/?appid=43bd4f8a-3c8f-49e7-931f-52b789b933c4&sheet=e4072450-982c-48ff-9e2d-361658b99233&theme=horizon&lang=pt-BR&opt=ctxmenu,currsel&select=Ramo%20da%20Justi%C3%A7a,&select=Tribunal,&select=Seu%20Tribunal/%20Conselho%20possui%20Projeto%20de%20IA
https://paineisanalytics.cnj.jus.br/single/?appid=43bd4f8a-3c8f-49e7-931f-52b789b933c4&sheet=e4072450-982c-48ff-9e2d-361658b99233&theme=horizon&lang=pt-BR&opt=ctxmenu,currsel&select=Ramo%20da%20Justi%C3%A7a,&select=Tribunal,&select=Seu%20Tribunal/%20Conselho%20possui%20Projeto%20de%20IA
https://paineisanalytics.cnj.jus.br/single/?appid=43bd4f8a-3c8f-49e7-931f-52b789b933c4&sheet=e4072450-982c-48ff-9e2d-361658b99233&theme=horizon&lang=pt-BR&opt=ctxmenu,currsel&select=Ramo%20da%20Justi%C3%A7a,&select=Tribunal,&select=Seu%20Tribunal/%20Conselho%20possui%20Projeto%20de%20IA
https://paineisanalytics.cnj.jus.br/single/?appid=43bd4f8a-3c8f-49e7-931f-52b789b933c4&sheet=e4072450-982c-48ff-9e2d-361658b99233&theme=horizon&lang=pt-BR&opt=ctxmenu,currsel&select=Ramo%20da%20Justi%C3%A7a,&select=Tribunal,&select=Seu%20Tribunal/%20Conselho%20possui%20Projeto%20de%20IA
https://paineisanalytics.cnj.jus.br/single/?appid=43bd4f8a-3c8f-49e7-931f-52b789b933c4&sheet=e4072450-982c-48ff-9e2d-361658b99233&theme=horizon&lang=pt-BR&opt=ctxmenu,currsel&select=Ramo%20da%20Justi%C3%A7a,&select=Tribunal,&select=Seu%20Tribunal/%20Conselho%20possui%20Projeto%20de%20IA

64

Observa-se também um incremento significativo na fidedignidade técnica dos
pronunciamentos juridicos e laudos especializados. Tal avanco decorre do uso de algoritmos
sofisticados, aptos a processar informacdes com exatiddao, cotejar precedentes relevantes,
estabelecer parametros normativos aplicaveis e fundamentar argumentos juridicos de forma
solida e detalhada®®?.

Além disso, mengdes a aperfeicoamentos substanciais nas analises com vi¢s médico-
pericial, circunstancia que, embora ndo estritamente juridica, revela-se importante no contexto
das demandas periciais. A adequagao da Inteligéncia Artificial a pericias de natureza médico-
legal consolidaria ampla assisténcia especializada, ao mesmo tempo em que eliminaria falhas
técnicas inadvertidas, oferecendo resultados mais confiaveis e apurados®®.

Simultaneamente, a IA proporciona avangos significativos na agilizacdo dos
procedimentos e no aprimoramento da gestdo documental. Nota-se um processamento mais
célere de tramites administrativos, com a elimina¢do de entraves formalistas e a otimizagao de
rotinas operacionais. A automacao de tarefas repetitivas e padronizadas racionaliza os recursos
materiais ¢ reduz os custos operacionais, além de liberar o corpo técnico para atividades
estratégicas e de maior complexidade?®.

Outro beneficio identificado ¢ a capacidade de extrair padrdes recorrentes em extensos
volumes de dados juridicos. A funcionalidade permite identificar fluxos processuais e
comportamentos das partes, promovendo a convergéncia sistémica de informagdes e
aprimorando a compreensao das dinamicas do contencioso. Como resultado, alcanga-se uma
administragdo jurisdicional mais organizada, eficiente e orientada por dados®®,

No tocante aos efeitos sobre o acesso a jurisdigdo, ressalta-se que a IA tem ampliado a
acessibilidade dos servigos judiciarios ao publico. A introdu¢do de metodologias padronizadas,
procedimentos simplificados e dinamismo operacional mitiga barreiras praticas e temporais. A
automacao de tarefas mecanicas possibilita que o corpo técnico seja alocado em fungdes que

demandam maior reflexdo e interacdo direta com os jurisdicionados®°®.
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A TA propicia a desobstrucdo de fases intermediarias, a analise automatizada de
documentos e a condugdo simplificada de requerimentos especificos atenuam os
congestionamentos processuais. Sao importantes avangos, que garantem um fluxo processual
mais coerente e continuo, além de propiciar um atendimento mais qualificado e direcionado as
necessidades individuais do publico. Ademais, tais inovagdes fortalecem a confianga dos
jurisdicionados na eficiéncia e na capacidade resolutiva do sistema judicial®®’,

No que tange a clareza e a rastreabilidade das deliberagdes judiciais, o acervo de dados
compilados, aliado a possibilidade de mapear fatores determinantes, contribui para a
compreensdo da ldgica subjacente aos pronunciamentos jurisdicionais. Ressalta-se, igualmente,
a reducdo de inconsisténcias procedimentais e imprecisdes nos tramites processuais. Mediante
procedimentos automatizados de verificagcdo, revisdo metodologica e aferi¢do de dados, sdo
eliminados deslizes humanos e falhas decorrentes do actimulo excessivo de material®®®,.

No ambito da administragdo interna, observa-se o aperfeicoamento das estratégias
organizacionais e da gestdo de recursos humanos. A andlise detalhada da carga e da
complexidade das tarefas, proporcionada pelas estatisticas geradas pela IA, permite uma
alocagdo otimizada de pessoal. Destaca-se, ainda, o aprimoramento do suporte tecnoldgico,
com a implementacao de sistemas mais responsivos e eficientes, que garantem uma retaguarda
técnica ao Poder Judiciario®”.

Em contrapartida, identificam-se desafios significativos que limitam a implementacao
plena de projetos de IA em algumas instancias. Em diversos casos, verifica-se a precariedade
de solugdes que ainda se encontram em estagios iniciais, bem como a auséncia de resultados
empiricos consistentes. Muitos projetos permanecem em fase experimental, sem métricas
consolidadas ou necessitando de ensaios adicionais para comprovagdo de seus impactos reais.
Tais fatores reforcam a necessidade de homologacdes criteriosas, assegurando que as
funcionalidades e os resultados apresentados pelas tecnologias implementadas alcancem niveis

adequados de consolidagio e confiabilidade?!°.
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Em adi¢do, mencionam-se situagdes em que o software encontra-se em analise continua,
os programas estao em desenvolvimento ou as implementagdes ainda estio restritas a ambientes

experimentais®'!.

211 Tbidem, loc. cit.
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4 DESAFIOS DA APLICACAO DE TECNOLOGIAS DE INTELIGENCIA
ARTIFICIAL NO PODER JUDICIARIO

A incorporagdo da Inteligéncia Artificial as estruturas sociais intensifica os debates
éticos relacionados a essa tecnologia. A IA, em suas multiplas formas, desde algoritmos basicos
até sistemas avancados de aprendizado de maquina, transforma a sociedade de maneira
irreversivel, gerando implicagdes diversas. No campo da responsabilidade civil, questiona-se a
quem imputar os danos ocasionados por decisdes algoritmicas: ao programador, ao usuario ou
a outros agentes. A automacao também afeta o mercado de trabalho, exigindo requalificacao
profissional para mitigar os efeitos das substitui¢des laborais.

Outros dilemas emergem na hipotese de desenvolvimento da autoconsciéncia das
maquinas, provocando discussoes juridicas e filosoficas sobre a atribuicdo de direitos e deveres
a sistemas autonomos. Ademais, a regulagdo juridica da IA deve equilibrar a aplica¢do das
normas ja existentes com a elaboragdo de marcos legais especificos, aptos a acompanhar o
progresso tecnologico. Cumpre ressaltar que o risco de amplificacdo de vieses sociais
preexistentes pelos algoritmos exige mecanismos de controle que assegurem equidade e
transparéncia®!?,

Dessa forma, o presente capitulo examina os desafios enfrentados pelo Poder Judiciario
na implementagdo de tecnologias de Inteligéncia Artificial, destacando os potenciais conflitos
éticos, juridicos e técnicos que emergem dessa integragdo. A medida que essas tecnologias sdo
introduzidas nos processos judiciais, surgem questdes fundamentais relacionadas a
transparéncia, a seguran¢a de dados, a capacitagdo de profissionais e a regulagdo de sistemas
que, a0 mesmo tempo, prometem eficiéncia e apresentam riscos para direitos fundamentais.

A andlise encontra-se estruturada para abordar temas correlatos, incluindo a
discriminagao algoritmica, a prote¢do a privacidade e os limites éticos da automagao no ambito
do Poder Judicidrio. Com base nisso, busca-se oferecer uma visdo abrangente das lacunas
regulatdrias e das estratégias necessarias para assegurar que o uso dessas ferramentas esteja em
conformidade com os valores constitucionais € com a promoc¢ao da justica. Aborda-se, ainda, o
Projeto de Lei n° 2338, de 2023, que surge como potencial regulamentacdo da Inteligéncia

Artificial no Brasil.

212 CARDOSO, Oscar Valente. Inteligéncia Artificial, direito e processo. Sdo Paulo: Editora Dialética, 2024. E-
book, p. 85-86.
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4.1 Vieses algoritmos discriminatorios e transparéncia dos dados coletados

Os algoritmos decisorios, muitas vezes apresentados como solugdes neutras e
imparciais, podem reproduzir padrdes de exclusdo que afetam negativamente determinados
grupos sociais. Em vez de serem meras ferramentas baseadas em calculos objetivos, esses
sistemas refletem, ainda que de maneira indireta, as crencgas, limitagdes e preconceitos dos
responsaveis por sua concepgio e desenvolvimento®!?.

Alan Martins e Valdir de Sa lecionam que a utilizagdo de sistemas automatizados no
judiciario traz consigo o desafio de preservar a dimensdo humana necessaria a pratica
advocaticia, a fun¢do judicial e, principalmente, as decisdes que impactam diretamente os
direitos das partes. Destaca-se, assim, a preocupagao sobre a capacidade das maquinas de
auxiliar o processo decisério sem reduzi-lo a um mecanismo padronizado e desprovido de
sensibilidade®'.

Ressalta-se o perigo de que, ao basear-se exclusivamente em algoritmos, as decisdes
ignorem as particularidades de cada caso, resultando em julgamentos automatizados que nao
contemplam as nuances proprias das relagdes humanas. Por essa razdo, € necessario que o juiz
mantenha uma postura critica e cuidadosa, assegurando que as decisdes reflitam o ideal de
justica e ndo sejam generalizadas a ponto de reproduzir injusti¢as no sistema judicial®!>.

Segundo os autores, no estagio atual do desenvolvimento tecnoldgico, a Inteligéncia
Artificial ainda ndo alcanga um nivel comparavel a capacidade humana para decidir questdes
judiciais no contexto do ordenamento juridico brasileiro, limitacdo decorrente dos desafios que
permanecem em aberto. Dessa forma, a sensibilidade e o discernimento proprios do ser humano,

indispensaveis para uma avaliagdo criteriosa e aprofundada dos casos concretos, seguem sendo

insubstituiveis no processo de tomada de decisdes judiciais:

Ainda teremos que percorrer um caminho longo por muitas questdes de cunho ético,
legal e tecnoldgico que possam convencer que a utilizagdo de um sistema para decidir
imbroglios que possam mudar drasticamente a vida de pessoas € possivel e que sua
utilizag@o seria tdo vantajosa ou mais vantajosa do que a do ser humano. Pendemos
para o lado da cautela quando se trata deste assunto. Se a tecnologia permitir um dia
o julgamento de lides por maquinas, agregando os conhecimentos que a complexidade
juridica requer, o sentimento que o ser humano impregna na decisdo judicial jamais

213 DUARTE, Alan; NEGOCIO, Ramon de Vasconcelos. Todos sdo iguais perante o algoritmo? Uma resposta
cultural do direito a discriminagdo algoritmica. Direito Publico, v. 18, n. 100, 2021. Disponivel em:
https://www.portaldeperiodicos.idp.edu.br/direitopublico/article/view/5869/pdf. Acesso em: 8 dez. 2024, p. 220.
214 MARTINS, Alan Rocha; SA, Valdir Rodrigues de. Inteligéncia artificial e a decisdo judicial: beneficios e
riscos a democracia. In: VIGLIAR, José¢ Marcelo Menezes (coord.). Inteligéncia artificial: aspectos juridicos.
Sdo Paulo: Almedina, 2023, p. 145-173, p. 154-155.
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sera possivel ser apreendido por uma maquina, e esta sensibilidade faz toda diferenca,
também naqueles casos que se mostram idénticos mas, se analisados
pormenorizadamente, se mostram diferentes, ¢ estas peculiaridades ¢ que fazem com
que a decisdo possa ser diferente daquele caso que se mostra idéntico mas ndo ¢, e
esta capacidade de perceber mintcias, por enquanto, somente o humano tem?!°.

O judiciario brasileiro enfrenta desafios recorrentes relacionados a lentidao, ineficiéncia
e falta de previsibilidade em suas decisdes. Dentre as causas que contribuem para esse cenario,
destacam-se o elevado numero de processos, a persisténcia de agdes em formato fisico, a
obsolescéncia de sistemas e 0 uso excessivo de recursos judiciais®!”.

Diante dessa conjuntura, torna-se necessario adotar medidas que impegam que 0 excesso
de demandas e a estrutura processual existente comprometam irremediavelmente a prestagao
jurisdicional. As solu¢des devem priorizar o aprimoramento da atividade judicial, promovendo
maior agilidade na tramitacdo, redu¢do de custos operacionais, maior transparéncia, acesso
mais amplo e seguran¢a nos dados processuais. Outrossim, a tecnologia apresenta-se como um
instrumento imprescindivel, apto a otimizar as operagdes judiciais, atender com mais eficiéncia
as necessidades sociais e aliviar a sobrecarga que afeta o sistema?'®.

Outro ponto relevante reside na qualidade dos dados empregados para alimentar tais
sistemas, frequentemente marcada por vieses, representagoes limitadas ou pela incapacidade de
refletir de forma justa os diversos setores sociais. A fragilidade dos sistemas ¢ agravada pela
caréncia de mecanismos eficazes de auditoria e revisdo continua, os quais poderiam mitigar tais
problemas. Assim, € preciso maior responsabilidade e transparéncia na concepg¢do € na
aplicagdo dessas tecnologias. A percepcdo de que os algoritmos funcionam de maneira
autonoma e imparcial desconsidera os multiplos fatores subjetivos e estruturais envolvidos em
sua criacdo e implementagdo, revelando a complexidade subjacente a seu uso no sistema
judicial®®,

Carolina Zockun explica que a adog@o de mecanismos de transparéncia e ferramentas
de accountability na criagdo e utilizacao de algoritmos requer ndo apenas competéncia técnica,

mas também uma postura ética e moral por parte dos profissionais responsaveis. Trata-se de

216 MARTINS, Alan Rocha; SA, Valdir Rodrigues de. Inteligéncia artificial e a decisio judicial: beneficios e
riscos a democracia. In: VIGLIAR, José Marcelo Menezes (coord.). Inteligéncia artificial: aspectos juridicos.
Sao Paulo: Almedina, 2023, p. 145-173, p. 157-158.

217 CUEVA, Ricardo Villas Boas. apud HOCK, Patricia Adriani. Inteligéncia artificial e juiz-robé: os algoritmos
na tomada de decisdes pelo poder judicidrio. Cachoeirinha: Fi, 2024, p. 58-59.
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uma abordagem necessaria para avaliar os impactos que esses sistemas podem gerar na
sociedade®?’.

O problema, contudo, nao se limita ao uso das tecnologias, mas encontra suas raizes na
propria condicdo humana, uma vez que os algoritmos, ao serem moldados por escolhas
humanas, reproduzem praticas discriminatérias, como o racismo e o machismo. Tais sistemas
acabam refletindo desigualdades estruturais da sociedade, demonstrando que a tecnologia,
longe de ser neutra, carrega as marcas das injusti¢as sociais que permeiam seu desenvolvimento
e aplicagio??!.

Celina Bottino e Christian Perrone argumentam que considerar a tecnologia como neutra
e limitar as avaliagdes éticas ao seu uso ¢ um equivoco, pois a propria etapa de concepcao e
desenvolvimento ja envolve decisdes que afetam diretamente a sociedade. As escolhas feitas
no design podem criar barreiras de acesso, refor¢ar exclusdes ou intensificar praticas
discriminatorias, uma vez que refletem valores que direcionam modos especificos de utilizagao.
Por essa razdo, a tecnologia ndo é desvinculada de implicagdes éticas desde sua origem,
tornando-se fundamental o compromisso com um processo de desenvolvimento orientado pela
responsabilidade social. No caso da Inteligéncia Artificial, os dilemas éticos surgem tanto na
fase de criagdo quanto na aplicacdo pratica, demandando estratégias que eliminem ou
minimizem discrimina¢des embutidas nos algoritmos??2.

Na atualidade, praticas discriminatorias assumem formas mais sutis, sendo
frequentemente incorporadas a processos técnicos, como os algoritmos de computador,
geralmente vistos como ferramentas objetivas e imunes a influéncias humanas. Essa percepgao,
entretanto, simplifica uma questao profundamente complexa, ja que esses sistemas operam com
base em padrdes preconceituosos inseridos durante seu desenvolvimento??3.

Nesse cenario, o0s mecanismos juridicos tradicionais, como as normas
antidiscriminatorias, enfrentam limitagdes significativas. Por estarem estruturados em torno da
ideia de intencionalidade, esses instrumentos ndo conseguem abarcar integralmente as

dindmicas socioculturais e os significados implicitos que sustentam as discriminacdes

reproduzidas nos meios técnico e social?**,

220 ZOCKUN, Carolina Zancaner et al. Manual de direito administrativo digital. Sio Paulo: Almedina, 2024, p.
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Hugo de Brito Machado Segundo pontua que a utilizagdo de algoritmos em atividades
complexas, como decisdes judiciais, gestao de liberdade condicional ou planejamento de agdes
policiais, enfrenta desafios significativos ao desconstruir a falsa percep¢do de neutralidade
tecnologica. Apesar de ndo possuirem emocgdes ou preferéncias individuais, os algoritmos
refletem os padroes e dados que os alimentam. Quando tais informagdes estdo contaminadas
por preconceitos sociais, raciais ou ideoldgicos, os resultados gerados inevitavelmente replicam
tais distor¢des, comprometendo a imparcialidade esperada desses sistemas??°.

No ambito do Poder Publico, a questao torna-se ainda mais sensivel, haja vista que a
aplicagdo de algoritmos impacta diretamente a vida dos cidaddos. A corre¢do ou atenuagdo
desses vieses requer participagdo social ativa, supervisdo rigorosa dos dados utilizados e a
formulacdo de processos que reduzam preconceitos embutidos. Torna-se necessario
desenvolver ferramentas que permitam a analise critica dos resultados produzidos, rompendo
com a ideia equivocada de que os sistemas de Inteligéncia Artificial sdo infaliveis?2®.

Dessa maneira, a Inteligéncia Artificial deve ser vista ndo como um substituto para as
decisdes humanas, mas como uma ferramenta auxiliar voltada ao aprimoramento do processo
decisorio. Algoritmos sofisticados possuem o potencial de detectar inconsisténcias em decisdes
judiciais, sinalizando ao magistrado desvios em relacao a precedentes ou identificando decisdes
suscetiveis a influéncias externas inadequadas. O uso critico contribui para reforcar a
integridade do sistema judicial, preservando principios fundamentais como a igualdade, a
racionalidade e a seguranca juridica®*’.

Na li¢do de Gustavo de Avila e Thais Corazza, o aprendizado de maquina comega apos
a criacdo do modelo, momento em que o sistema passa a ser alimentado com dados que
possibilitam seu treinamento. O algoritmo, a partir de instrucdes previamente definidas,
examina essas informagdes para identificar padrdes relevantes. Com base nesse processo, a
maquina desenvolve a capacidade de realizar previsdes e, progressivamente, aprimora sua
habilidade de processar dados e oferecer respostas cada vez mais alinhadas as demandas
especificas??®.

Claudio da Rocha e Lorena Porto complementam que os algoritmos inteligentes sdo

projetados para funcionar a partir de dados estruturados, empregados para treina-los no
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reconhecimento e na reproducao de padrdes. Entretanto, a discriminagdo algoritmica emerge
quando os bancos de dados de entrada contém preconceitos ou distor¢des, resultando em
desvios nos resultados gerados. Tais desvios, em muitos casos, acabam contrariando os
propositos originais almejados por seus desenvolvedores, evidenciando a necessidade de
atencdo na concepgio e monitoramento dessas tecnologias®%.

A literatura académica tem documentado amplamente a ocorréncia de resultados
discriminatorios em sistemas computacionais, muitas vezes associados a falhas na codificagao,
que acabam resultando em manifestagdes de preconceitos, incluindo racismo. Esses episodios
demonstram que c6digos computacionais podem absorver e perpetuar praticas discriminatorias,
um fendmeno especialmente frequente em tecnologias baseadas em Inteligéncia Artificial?*°.

Renata Aratjo, em sua andlise, aduz que a aplicacdo da Inteligéncia Artificial no
contexto juridico e processual enfrenta obstaculos, como a falta de transparéncia nos algoritmos
e a dificuldade em compreender a l6gica implicita as decisdes automatizadas. A chamada “caixa
preta” da IA, termo que descreve a opacidade dos sistemas, dificulta que auditores, reguladores
e usudrios compreendam os processos de andlise e as decisdes geradas. Além disso, esses
sistemas sao vulneraveis a introdu¢ao de vieses discriminatorios, intencionais ou nao, por parte
de seus desenvolvedores, reforcando a necessidade de supervisdo continua e rigorosa dos
resultados®!.

A ampla utilizacdo de algoritmos na sociedade lhes confere um papel determinante na
modelagem das interagdes sociais € no modo como compreendemos o mundo. Nesse panorama,
areproducdo de preconceitos pelos algoritmos nao sé se torna um risco real, mas também reflete
uma dinamica quase inevitavel, ainda que ndo intencional, por parte de seus criadores ou das
empresas responsaveis por seu desenvolvimento?2,

O cerne do problema dos algoritmos estd na forma como refletem as estruturas sociais
em que sdo desenvolvidos, frequentemente replicando e, em muitos casos, intensificando
padrdes de discriminagdo ja presentes no tecido social. Por sua posicdo de mediadores na

sociedade contemporanea, os algoritmos nao apenas espelham desigualdades existentes, mas
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também contribuem para sua perpetuacao e amplificagdo, exigindo uma abordagem critica que
envolva diferentes campos do conhecimento para compreender e atenuar seus impactos?>>.

Para Iandara de Freitas, a discriminacao algoritmica pode ser classificada em quatro
categorias principais, que representam diferentes manifestagoes de desigualdade nos sistemas
automatizados. A discriminacdo por erro estatistico decorre de falhas relacionadas a coleta de
dados, problemas no cédigo ou erros de calibragao do algoritmo, muitas vezes atribuiveis a
atuacao de profissionais de engenharia e ciéncia de dados durante sua concepgao. De outro lado,
a discriminagao por generalizagdo ocorre quando o algoritmo atribui individuos a categorias
gerais que ndo os representam de forma precisa, desconsiderando caracteristicas especificas que
poderiam diferencii-los das médias utilizadas no modelo computacional®**,

A discrimina¢do pelo uso de informagdes sensiveis ocorre quando algoritmos
incorporam dados protegidos por normas legais, frequentemente associados a atributos como
raca, género ou origem étnica, ou relacionados a grupos historicamente marginalizados. Trata-
se de uma pratica que reforca vulnerabilidades preexistentes, ampliando desigualdades
estruturais®*,

J& a discriminagdo que interfere no exercicio de direitos surge da relagdo direta entre os
dados processados e os impactos nos direitos fundamentais. Quando os resultados algoritmicos
prejudicam de forma desproporcional a concretizacdo desses direitos, configura-se um uso
discriminatorio que requer regulamentacdo mais rigida e a adogcdo de mecanismos que
minimizem os riscos de exclusdo ou injustica®®.

Sob esse prisma, pode-se dizer que o principal desafio ético e técnico do aprendizado
de maquina esta no fato de que os algoritmos sdo treinados com dados que refletem a realidade
existente, marcada por discriminacdes estruturais, em vez de representarem ideais de equidade
e justica. Se esses vieses ndo forem detectados e corrigidos na etapa de programacado, os
algoritmos deixam de apenas reproduzir as desigualdades do mundo real e passam a automatiza-

las, perpetuando-as em uma escala ainda maior e com consequéncias mais amplas®’.
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Os algoritmos de Inteligéncia Artificial, baseados em dados, trazem desafios éticos que
abrangem aspectos como seguranga, transparéncia e alinhamento com valores sociais. Para que
sistemas autonomos sejam confiaveis, ¢ fundamental garantir que operem de forma segura ao
longo de seu ciclo de uso, permitindo verificagdes regulares que identifiquem falhas*®.

Na seara médica, em especial em dreas como a cirurgia plastica, o Aprendizado de
Maiquina (ML) tem demonstrado avangos significativos, mas também apresenta limitacdes que
demandam ateng¢ao. Profissionais de satide ndo podem depender exclusivamente de resultados
fornecidos por esses sistemas sem questionar sua validade, especialmente quando as respostas
geradas parecem desconexas ou inconsistentes®*.

Dentre as criticas mais comuns referentes ao ML € sua falta de transparéncia, conhecida
como o problema da “caixa preta”, em que os algoritmos ndo fornecem explicacdes claras para
as conclusdes que alcancam. Essa caracteristica dificulta o trabalho de médicos e engenheiros
na detec¢do de falhas, especialmente em modelos mais avangados usados em contextos clinicos.
A seguranca, nesse cenario, estd intimamente ligada a transparéncia, pois, mesmo que 0s
resultados sejam aparentes, a ldgica que os fundamenta muitas vezes permanece obscura. Para
lidar com a questdo, torna-se essencial desenvolver algoritmos capazes de fornecer
justificativas claras para suas decisoes, aumentando a confiabilidade, a clareza e o controle em
sua aplicagdo em 4reas sensiveis>*’.

Ademais, para que os algoritmos desempenhem um papel transformador e contribuam
para resultados mais justos e precisos, ¢ necessario desvinculd-los de preconceitos historicos e
sistémicos que ainda se refletem no ambiente digital. Os sistemas devem ser projetados para
atenuar desigualdades, em vez de fortalecé-las. Contudo, combater a discriminagdo algoritmica
¢ uma tarefa complexa, dado que preconceitos, como o racismo, estdo muitas vezes inseridos
de forma quase imperceptivel em processos automatizados. Superar esse problema exige
esforcos direcionados ao desenvolvimento de tecnologias mais éticas e responsaveis, capazes

de enfrentar tais questdes com eficacia®*!.
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4.2 Seguranca dos dados e proteciio da privacidade no uso da Inteligéncia Artificial

Ainda sobre a Inteligéncia Artificial, a segurancga dos dados e a protecao da privacidade
configuram debates necessarios sobre o uso da IA. Segundo Eduarda Zequim e Douglas
Ribeiro, ¢ preciso que organizagdes que manipulam grandes volumes de informagdes adotem
medidas rigorosas para assegurar a confidencialidade e a seguranga de dados sensiveis. Tais
praticas impedem acessos nao autorizados e fortalecem a confiabilidade e a estabilidade das
operagdes, em um cenario onde o fluxo de dados cresce exponencialmente. O foco das
estratégias deve ser reduzir ameagas como vazamentos, manipulagdes inadequadas e acessos
ilicitos, a0 mesmo tempo que preserva o patrimdnio digital e a integridade dos processos
organizacionais®*?.,

Carolina Zancaner refor¢a que a prote¢do de dados constitui um elemento necessario
para a eficacia continua do sistema de intimag@o eletronica. Fundamental torna-se garantir a
seguranga das informagdes transmitidas, de modo a prevenir acessos indevidos e assegurar tanto
a confidencialidade quanto a integridade do contetido das intimagdes. Para alcancar esse
objetivo, é preciso implementar medidas robustas, como a utilizagdo de criptografia avangada
e sistemas confidveis de autenticagdo. A ado¢do de multiplas camadas de protecdo mitiga
significativamente os riscos associados a ataques cibernéticos, reduzindo a exposi¢cdo de
informagdes sigilosas e assegurando maior seguranga operacional®®.

Nesse ponto, a aplicacdo da Lei n° 13.709/2018 — Lei Geral de Prote¢do de Dados
Pessoais (LGPD) — no Poder Judiciario decorre do fato de que os processos judiciais envolvem
o tratamento de informacdes de individuos e empresas, com o objetivo central de proteger
direitos fundamentais, como a liberdade, a privacidade e o desenvolvimento pleno da
personalidade. O artigo 3° da LGPD estabelece que suas disposi¢des abrangem operagdes
realizadas por oOrgdos publicos, incluindo os tribunais, que desempenham o papel de

controladores de dados, responsaveis pela gestio e protecio dessas informagdes>*.
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Diante disso, principios como a preven¢do ¢ a ndo discriminacdo assumem papel
primordial. Necessario se faz implementar medidas que evitem danos relacionados ao
tratamento de dados pessoais, bem como proibir qualquer uso discriminatério dessas
informacdes. Apesar de a LGPD exigir o consentimento explicito e destacado do titular para o
uso de seus dados, a publicidade inerente aos processos judiciais exige a disponibiliza¢do de
tais informacdes, salvo nos casos em que o sigilo judicial seja aplicado. Assim, condicionar o
acesso a justica ao consentimento prévio das partes configuraria um obstadculo ao principio
fundamental do livre acesso ao Poder Judiciario, comprometendo sua esséncia’®’.

Em paralelo, os advogados, ao representarem os titulares nos processos, exercem de
forma indireta o consentimento necessario por meio da procuragdo, inclusive em relagdo a
processos arquivados, cujos registros permanecem sob custddia dos tribunais. O artigo 7° da
LGPD aborda essa questdo ao autorizar o tratamento de dados manifestamente publicos sem a
exigéncia de consentimento prévio, desde que respeitadas as demais obrigacdes legais impostas
aos Orgaos judiciais. A transparéncia processual continua a ser um principio essencial, mas deve
ser praticada com observancia rigorosa dos principios da boa-fé, da finalidade e do interesse
plblico, assegurando o equilibrio entre acesso a informagio e protecio de dados>*S.

Em relacdo ao risco de vazamentos, Thael Andrade destaca que a utilizagdo de
Inteligéncia Artificial pode intensificar a ocorréncia de crimes cibernéticos. O aumento
expressivo de casos envolvendo a exposi¢do de dados pessoais € frequentemente associado a
fragilidade dos sistemas de seguranca mantidos por empresas e organizagdes que administram
grandes volumes de informagdes sensiveis. A auséncia de prote¢do adequada cria um ambiente
favoravel para agdes fraudulentas, permitindo que criminosos explorem dados detalhados,
como documentos, registros financeiros, padrdoes de comportamento e historicos de compras,
para elaborar golpes altamente personalizados®*’.

A segurancga da informagao, conforme Eduarda Zequim e Douglas Ribeiro, fundamenta-
se em quatro pilares principais: confidencialidade, autenticidade, integridade e disponibilidade.
A confidencialidade restringe o acesso as informacgdes apenas a individuos previamente

autorizados, enquanto a autenticidade valida a identidade dos usudrios ou sistemas que
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manipulam os dados. A integridade, por sua vez, garante que as informagdes permanegam
intactas e coerentes, sem alteracdes ndo autorizadas, e a disponibilidade assegura que os dados
estejam acessiveis sempre que necessarios a execucio das atividades pertinentes®*®.

O avango acelerado das tecnologias da informagao, sobretudo desde o inicio do século
XXI, trouxe a tona questdes cruciais relacionadas a privacidade e a protecao de dados pessoais.
Embora esse progresso tecnoldgico tenha ampliado as possibilidades de inovacdo e
desenvolvimento, também expds os individuos a riscos decorrentes do uso inadequado ou
abusivo de informacgdes, muitas vezes direcionado a interesses ilegitimos que ameagam direitos
fundamentais. Denota-se, assim, a necessidade de normatizagdes especificas e de mecanismos
de protecdo que assegurem a preservacdo das liberdades individuais diante do potencial
invasivo dessas tecnologias®®.

Apesar de contribuirem para a seguranca e a inovagdo, tais ferramentas podem
monitorar héabitos, preferéncias e até condigdes de satde fisica e mental dos cidaddos, criando
ameagas diretas ao direito a privacidade. Nesse cenario, valores como seguranga e protecdo da
privacidade devem ser incorporados como pilares essenciais na concepgao e no funcionamento
dos sistemas de informacdo. Como estruturas que sustentam as atividades de governos,
empresas, instituigdes e individuos, esses sistemas precisam ser regulados de maneira que
equilibrem os beneficios advindos de sua utilizagdo com a salvaguarda dos direitos
fundamentais, evitando que sua aplicagio indiscriminada resulte em vulnerabilidades sociais**°.

Importa mencionar que a (in)seguranca de dados pode gerar efeitos prejudiciais nao
apenas para particulares (dados pessoais), mas também para empresas. No entendimento de
Eduarda Zequim e Douglas Ribeiro, mesmo viola¢cdes de menor gravidade a confidencialidade
podem gerar impactos consideraveis, permitindo o acesso indevido a informacgdes estratégicas
por agentes mal-intencionados ou concorrentes, que podem usé-las para prejudicar as operagdes
empresariais®’.

Outrossim, ataques cibernéticos direcionados aos servidores corporativos,

frequentemente realizados por hackers, t€ém o potencial de expor dados protegidos, incluindo

informagdes pessoais de clientes. Tais circunstancias configuram ameacas graves a integridade
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dos negodcios, a protecdo das informagdes e a confianca que a sociedade deposita nas
organizagdes, comprometendo tanto sua reputagdo quanto a seguran¢a juridica de suas

operagdes>>2.

4.3 Marco legal e regulatério do uso da Inteligéncia Artificial

Ainda que o tema da Inteligéncia Artificial suscite crescente atencao no Brasil, o pais
carece de um marco regulatorio especifico para disciplinar seu uso. Atualmente, existem apenas
propostas legislativas em tramitagdo, as quais visam estabelecer diretrizes gerais aplicaveis em
ambito nacional. Todavia, o Brasil dispde de uma regulamentacdo recente relacionada ao
tratamento de dados pessoais, que se conecta diretamente a tematica da Inteligéncia Artificial,
a Lei Geral de Protecdao de Dados Pessoais.

De maneira ampla, a LGPD consolida e organiza mais de quarenta normas setoriais
anteriormente existentes no pais, todas direcionadas, direta ou indiretamente, a protecao da
privacidade e ao tratamento de dados pessoais. Inspirada pelo Regulamento Geral de Protecao
de Dados (GDPR) da Unido Europeia, a legislagdo brasileira ndo se limita a oferecer maior
controle aos individuos sobre suas informacdes. Seu objetivo também ¢ criar um ambiente
favoravel ao crescimento econdmico € ao desenvolvimento tecnoldgico, mediante normas
adaptaveis as novas realidades de mercado, principalmente aquelas que envolvem a utilizagao
de dados pessoais como base para inovagdes tecnoldgicas e sistemas automatizados de
decisio??.

A LGPD busca estabelecer um equilibrio entre os interesses econOmicos € sociais,
enquanto previne praticas abusivas relacionadas ao uso de dados pessoais, promovendo um
ambiente regulatorio que contemple tanto os avangos tecnoldgicos quanto a protecdo dos
direitos fundamentais®>*,

De acordo com Fabricio Peloso Piurcosky, os responsaveis pelo tratamento de dados,
juntamente com as empresas, t€m o dever de formular politicas internas compativeis com as

exigéncias da LGPD. Essas politicas devem ir além da simples revisdo de normas internas,
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abrangendo uma reorganizacdo dos procedimentos institucionais e a criagdo de canais
estruturados para que os titulares possam registrar reclamagdes e peti¢des relacionadas ao uso
de seus dados. Além disso, a implementagao de medidas de seguranga e padrdes técnicos
adequados torna-se necessaria para proteger as informacdes tratadas, estabelecer
responsabilidades claras para os agentes envolvidos e promover programas educativos que
conscientizem os empregados sobre a importancia da protegio de dados pessoais>>.

Ainda no que se refere ao marco legal e regulatorio do uso da Inteligéncia Artificial,
pertinente ¢ mencionar a Estratégia Brasileira de Inteligéncia Artificial (EBIA), que servira
como referéncia para futuras iniciativas legislativas sobre o tema. Instituida pela Portaria MCTI
n®4.617, de 6 de abril de 2021, e posteriormente revisada pela Portaria MCTI n°® 4.979, de 13
de julho do mesmo ano, a EBIA define diretrizes voltadas a promocao de pesquisa, inovacao e
desenvolvimento de solugdes em Inteligéncia Artificial no pais, orientando as politicas publicas
e iniciativas governamentais nesse campo estratégico®>¢.

No escopo das diretrizes tragadas pela EBIA, identifica-se a preocupag@o em promover
0 uso ¢ético e consciente dessa tecnologia, priorizando objetivos que impulsionem avangos
econdmicos e sociais sustentaveis. Inspirada pelos principios da Organizagdo para a
Cooperagao e Desenvolvimento Economico (OCDE), dos quais o Brasil € signatario, a EBIA
fundamenta-se em cinco pilares essenciais: o estimulo ao crescimento inclusivo e sustentavel;
a valorizac¢ao da equidade e dos direitos humanos; a transparéncia associada a explicabilidade
dos sistemas; a garantia de seguranca, robustez e prote¢do dos dados; e a responsabiliza¢do dos
atores envolvidos, equilibrando inovagao tecnolégica e principios éticos®’.

José de Melo Junior e Gustavo de Castro Oliveira ressaltam a premente necessidade de
regulamentacdo da Inteligéncia Artificial, considerando que essa tecnologia ja estd sendo
implementada em setores cruciais, como a Medicina e o Poder Judiciario. Com o avango de seu
uso, surgem questdes éticas, legais e sociais, as quais demandam a criagdo de normas claras e
adequadas por parte das institui¢des estatais, incluindo agéncias reguladoras e o proprio sistema

judicial®®®.
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A regulacdo, nesse sentido, ndo deve ser vista apenas como uma reagdo ao progresso
tecnologico, mas como medida de precaucdo voltada a prevengdo de conflitos e a criagdo de
um ambiente que assegure a aplicagdo responsavel e em conformidade com os principios de
prote¢do de direitos fundamentais®>”°.

De igual modo, a dimensao econdmica evidencia a importancia de estabelecer um marco
legal solido para regular a Inteligéncia Artificial. A definicdo de uma regulamentacdo clara
proporciona maior seguranga juridica aos investidores, tanto nacionais quanto estrangeiros, ao
minimizar os riscos decorrentes de interpretagdes ambiguas que possam comprometer
empreendimentos ou inviabilizar iniciativas. Um ambiente regulatorio bem delineado fomenta
a confianca nos mercados, facilitando investimentos voltados a implementacio e ao
desenvolvimento dessa tecnologia, enquanto resguarda os interesses econdmicos € sociais
diretamente relacionados ao seu uso®’.

Diante da imperiosa necessidade de atualizagdo da Resolu¢do do CNIJ que, até entdo,
disciplinava a matéria, em 18 de fevereiro de 2025, ap6s um interregno de 12 meses de
contribui¢cdes advindas da sociedade brasileira, o Plenario do CNJ deliberou pela aprovacao do
novo conjunto normativo destinado a delimitar os contornos do emprego da inteligéncia
artificial no ambito do Poder Judiciario. O Ato Normativo 0000563-47.2025.2.00.0000 revoga
e substitui a Resolugdo CNJ n°® 332/2020, que anteriormente estabelecia os parametros para a
utilizacdo da tecnologia nas cortes do pais?®!.

Consoante pronunciamento proferido pelo entdo presidente do CNJ e do STF, ministro
Luis Roberto Barroso, poderdo ser efetuadas modificacdes ou ajustes normativos até o inicio
da vigéncia, previsto para 15 de margo de 2025, ressaltando-se o desafio de regulamentar um
tema em constante evolucdo, sem desconsiderar o cariter democratico do procedimento?%?.

Em exame preliminar, a nova resolu¢do, que passara a viger sob o nimero 615/2025,

normatiza o desenvolvimento, a governanga, o controle e a utilizacdo criteriosa de solugdes

computacionais baseadas em inteligéncia artificial na esfera do judiciario brasileiro, exaltando
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a inovacdo tecnologica e a eficiéncia da atividade judiciaria, em harmonia com garantias
fundamentais (art. 1°)63.

Nesse ato normativo, garante-se a autonomia administrativa e organizacional dos
tribunais, desde que sejam observados padroes de auditoria, monitoramento e publicidade de
seus sistemas, resguardando-se a competéncia do Conselho Nacional de Justica para coordenar
e supervisionar tais regras. As agdes de auditoria € monitoramento devem ser proporcionais ao
risco concreto de cada solugdo, de modo a assegurar a acessibilidade pratica e a possibilidade
de fiscalizacao quanto ao emprego de dados e decisdes automatizadas, sem determinar o acesso
irrestrito ao codigo-fonte (art. 1°, §§ 1° e 2°)%%,

Prevé-se a elaboragdo de indicadores e relatorios publicos que viabilizem transparéncia
ativa sobre o emprego de rotinas automatizadas, sem prejudicar o regular andamento dos
procedimentos judiciais. Orienta-se a criagdo colaborativa de ferramentas, buscando viabilizar
a interoperabilidade, a disseminacao de praticas tecnoldgicas e o compartilhamento de codigos
e conjuntos de dados. O CNIJ poderd, ademais, instituir incentivos voltados a cooperagdo
interinstitucional, mediante distingdes, prémios ou alocacao preferencial de recursos, para
prestigiar tribunais que implementem métodos coordenados (art. 1°, §§ 3° a0 5°)%%,

Pontua-se que a regulagdo do uso de inteligéncia artificial no Judicidrio encontra-se
fundamentada em principios constitucionais e democraticos, objetivando beneficiar aqueles que
demandam servigos judiciais e incentivar a inovacdo tecnoldgica, por meio da atuagdo
colaborativa entre tribunais e CNJ, assegurando-se a independéncia de cada 6rgao jurisdicional
(art. 2°, T a III). Confere-se primazia a dignidade da pessoa humana e exige-se supervisao
humana em todas as fases de desenvolvimento e utilizagdo dos sistemas, sendo admitida a
automagdo exclusivamente em tarefas auxiliares, sem comprometer o exercicio da jurisdigdo
(art. 2°, 1 a V)?66.

Determina-se, ainda, a ado¢do de medidas que garantam igualdade e ndo discriminagao,
inclusive nas decisdes produzidas ou apoiadas por tais modelos, salientando-se a necessidade
de procedimentos aptos a identificar e mitigar riscos de relevo. Impde-se protegao de dados
pessoais, observancia das normas pertinentes ao segredo de justica e andlise rigorosa dos

conjuntos de dados. Releva-se, igualmente, a importancia da ampla difusdo de conhecimento
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sobre as solucdes de A, visando a capacitagdo dos usuarios, ao fortalecimento da seguranca
cibernética e a transparéncia dos relatorios de auditoria, avaliagdo de impacto € monitoramento
(art. 2°, VI a XII)**7,

Dentre os principios fundamentais que orientam a aplicacdo de ferramentas
tecnologicas, sobressaem-se a efetivacdo da justica, a isonomia deciséria, a prevencdo de
discriminacdes ilicitas, a idoneidade dos sistemas, a transparéncia, a eficiéncia e a
compreensibilidade dos processos automatizados, bem como a possibilidade de contestacao dos
resultados e auditoria dos procedimentos adotados. Assegura-se, ademais, a protecao juridica,
a tutela dos dados pessoais e o aperfeicoamento da prestagdo jurisdicional, preservando-se as
garantias constitucionais (art. 3°, I a IV)?%5,

Outrossim, resguarda-se o devido processo legal, o contraditorio, a ampla defesa, a
identidade do julgador e a razoavel duracdo do processo, garantindo-se a protecao dos direitos
e prerrogativas de todas as partes envolvidas. Impde-se, ainda, diligéncia para atenuar riscos
decorrentes do uso imprudente ou indevido de solugdes tecnoldgicas. Outrossim, estabelece-se
supervisdo humana efetiva, proporcional ao grau de automacao e ao impacto sociojuridico, bem
como a necessidade de que as escolas da magistratura, em cooperagdo com 6rgaos competentes,
promovam treinamentos voltados a identificacdo e mitigacdo de vieses algoritmicos (art. 3°, VI
a VIII)*®,

Nesse sentido, o texto normativo define “sistema de inteligéncia artificial” como o
recurso computacional destinado a andlise de dados ou informacgdes, capaz de produzir
resultados probabilisticos, tais como decisdes, recomendagdes ou conteudos diversos, com
repercussoes nos ambientes digital, fisico ou real. Por seu turno, o “ciclo de vida” do sistema
de IA abarca a concepcdo, o planejamento, o desenvolvimento, os testes, a validacdo, a
implantacdo, o monitoramento, os retreinamentos e, quando necessario, a descontinuidade do
sistema (art. 4°, I e 11)?7°,

Cumpre ressaltar que todos os procedimentos relativos a criagdo, implementagao e
operacionalizacdo dessas solugdes tecnoldgicas devem observar integralmente os direitos
fundamentais assegurados pela Constitui¢do Federal e pelos instrumentos internacionais

devidamente ratificados pelo pais, em todas as etapas do ciclo de vida. Nesse contexto, os

267 BRASIL. Conselho Nacional de Justica. Resolugdo n° 615, de 11 de margo de 2025. Estabelece diretrizes
para o desenvolvimento, utilizacdo e governanga de solugdes desenvolvidas com recursos de inteligéncia
artificial no Poder Judiciario. Didrio da Justica do Conselho Nacional de Justica, Brasilia, DF, n. 54, p. 2-17, 14
mar. 2025. Disponivel em: https://atos.cnj.jus.br/atos/detalhar/6001. Acesso em: 13 mar. 2025.

268 Thidem, loc. cit.

269 Tbidem, loc. cit.

270 Ibidem, loc. cit.


https://atos.cnj.jus.br/atos/detalhar/6001

83

tribunais devem adotar mecanismos de auditoria € monitoramento continuo, procedendo aos
ajustes necessarios diante de eventuais incompatibilidades com garantias basilares. Em caso de
identificacao de potenciais violacdes de direitos fundamentais, entidades legitimadas, como a
Ordem dos Advogados do Brasil e o Ministério Publico, poderao requerer acesso as avaliagdes
de impacto algoritmico, demandando providéncias adicionais (art. 5°, §§ 1° ao 3°)*7%.

A implementacdo das ferramentas de IA deve fortalecer a seguranca juridica, mantendo-
se alinhada aos principios mencionados, de modo a proporcionar diretrizes normativas aos
tribunais e desenvolvedores. Cada d6rgao jurisdicional editard normas internas que garantam a
conformidade com as disposi¢does desta Resolugdo, instituindo mecanismos adequados de
supervisio e realizando revisdes periddicas (art. 6°)>7,

No que tange ao tratamento de dados, exige-se a utilizacdo de amostras representativas,
de modo a refletir de forma equitativa as diversas situagdes processuais verificadas no
Judiciario, com respeito absoluto ao sigilo e a Lei Geral de Proteg¢ao de Dados Pessoais. Impde-
se, ademais, que tais conjuntos de dados sejam isentos de distor¢des, visando-se evitar impactos
que comprometam a equidade, sendo obrigatdria a anonimizacao sempre que aplicavel, além
da curadoria e verificacdo da integridade das informacdes (art. 7°)*7.

As solugdes de TA destinadas ao suporte decisorio devem resguardar a isonomia,
impedir discriminagdes ilicitas e assegurar a diversidade, por meio da eliminagdo de vieses
identificados. Determina-se, portanto, a validacao periddica das ferramentas, acompanhada da
producdo de relatorios técnicos detalhados. Caso seja detectado viés discriminatorio, o sistema
devera ser submetido a ajustes corretivos, podendo ser determinada a suspensdo temporaria ou
definitiva da solucdo tecnoldgica. Na hipotese de inviabilidade de reparacao, a ferramenta sera
descontinuada, registrando-se formalmente o ocorrido e removendo-se seu cadastro do Sinapses
(art. 8°)274,

Enfatiza-se, ainda, a obrigatoriedade da classificacdo das solu¢des conforme o grau de
risco, considerando-se o impacto potencial nos direitos fundamentais, a complexidade do
modelo, suas potenciais aplicacdes, o volume de dados sensiveis envolvidos e outros
parametros pertinentes. O tribunal responsavel pelo desenvolvimento ou contratacdo da

tecnologia deverd realizar essa avaliagdo, com divulgacao obrigatdria dos critérios adotados no
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Sinapses. Compete ao Comité Nacional de Inteligéncia Artificial estabelecer diretrizes e, de
oficio ou mediante provocagdo, recategorizar solugdes tecnoldgicas, podendo inclusive exigir
avaliagdes de impacto adicionais (art. 9°).27>,

A nova Resolugdao dispde sobre aplicagdes proibidas por representarem risco a
seguranga informacional, aos direitos fundamentais ou a independéncia judicial, incluindo-se
entre elas aquelas que inviabilizem revisdo humana, realizem avaliagdo de personalidade para
prever condutas criminosas ou reincidéncia, classifiquem individuos com base em
comportamento ou condi¢ao social, ou implementem reconhecimento de emogdes a partir de
padroes biométricos. Cada tribunal deverd cessar imediatamente a utilizagdo dessas
tecnologias, comunicando tal providéncia ao Sinapses (art. 10)?7°.

as solugdes tecnoldgicas sdo classificadas em alto ou baixo risco, levando-se em
consideragdo a finalidade especifica e o cenario de aplicagdo. As ferramentas de alto risco
demandam inspegdes periodicas e monitoramento continuo, com o propdsito de garantir
conformidade com os principios e diretrizes estabelecidos. A relagdo dessas aplicagdes sera
submetida a revisdo anual pelo Comité competente, que podera adequar as hipdteses normativas
a luz dos avancos tecnologicos. As ferramentas de baixo risco, por sua vez, também exigem
supervisao periodica, visando a verificacdo de eventual alteragdo da classificagdo, caso
inovagdes ou modificagdes na aplicacao original acarretarem a necessidade de reavaliagdo do
nivel de risco (art. 11)?"7.

Diante desse cendrio, o tribunal responsavel pelo desenvolvimento ou contratacio
dessas ferramentas devera instituir procedimentos eficazes de prote¢do e governanga, tornando
acessiveis informacdes sobre as finalidades pretendidas, as bases de dados utilizadas e os
métodos de supervisdo adotados. Compete-lhe, igualmente, adotar medidas para prevenir vieses
discriminatorios, mediante revisdes continuas dos sistemas empregados. Recomenda-se,
ademais, a criacdo de instancias internas especializadas em seguranca e transparéncia, aptas a
examinar relatorios técnicos e sugerir ajustes necessarios. Prioriza-se o desenvolvimento de

solucdes interoperaveis e, desde que compativeis com os parametros de seguranca da
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informacao e prote¢do de dados, deve-se dar preferéncia, sempre que possivel, a tecnologias
abertas ou comerciais adaptaveis ao contexto local®’s.

A gestao do ciclo de vida das ferramentas de IA, que abrange concepg¢ao, manutengao e
evolugdo, devera contemplar mecanismos eficazes de mitigagdo de riscos e atualizagdes
regulares. Sugere-se, ainda, o desenvolvimento de APIs integradas as institui¢des publicas
parceiras, com o intuito de aperfeicoar a celeridade e a coeréncia da atuagdo institucional.
Faculta-se, ainda, quando pertinente, o acesso da Ordem dos Advogados do Brasil (OAB), do
Ministério Publico e das Defensorias Publicas aos relatorios de auditoria e aos critérios de
implementacio dessas solugdes (art. 12)*7.

No que concerne as solugdes classificadas como de alto risco, impde-se a adogdo de
medidas cautelares prévias a sua entrada em operacdo, incluindo ajustes nos dados utilizados
para testes e treinamento, registro detalhado das fontes automatizadas empregadas e
documentacdo técnica das decisdes de modelagem adotadas. Devem ser instituidos logs
especificos para avaliar a acuracia, a robustez e eventuais tendéncias indevidas do sistema, além
de prevenir usos maliciosos. Recomenda-se, igualmente, aten¢do especial ao controle de vieses
e a implementacdo de medidas voltadas a responsabilidade social. Sempre que possivel, exige-
se que a solucao seja explicavel, resguardando-se os sigilos comercial e autoral, mas garantindo,
a0 menos, um nivel minimo de transparéncia sobre seu funcionamento e impactos (art. 13)%°,

A Resolugdo institui o Comité Nacional de Inteligéncia Artificial do Judiciario, 6rgao
colegiado composto por quatorze membros titulares e treze suplentes, designados pelo
Presidente do CNJ, provenientes de distintas instancias e categorias institucionais (art. 15).
Compete ao Comité reavaliar periodicamente a classificagdo de risco das solugdes de
inteligéncia artificial, editar normativas negociais concernentes ao Sinapses, aperfeicoar os
padrdes de governanca, bem como identificar e mitigar riscos ainda ndo detectados,
assegurando a conformidade das ferramentas tecnolodgicas com os principios e diretrizes
estabelecidos pela Resolugdo (art. 16, I a IV)?8!.

Nos procedimentos de reclassificacdo de risco, devem-se considerar a possibilidade de
violagdo de direitos e garantias fundamentais, a probabilidade de prejuizo moral ou patrimonial

e a intensidade dos impactos adversos sobre grupos em situacdo de vulnerabilidade (art. 17, T a
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). O Comité elaborara relatorio anual, contendo a metodologia de avaliagdo, os resultados
das auditorias realizadas, as alteragdes nos critérios classificatorios e diretrizes para
aprimoramento, além de um diagnostico sobre a aplicagdo da inteligéncia artificial no Judicidrio
(art. 18, Ta V)*2,

O ato normativo autoriza o emprego de modelos de linguagem de grande ou pequena
escala (LLMs e SLMS), bem como de inteligéncia artificial generativa, por magistrados e
servidores em atividades de gestdo e suporte decisorio, desde que observadas as precaucdes de
seguranca informacional. A preferéncia sera dada a solugdes institucionais providas pelos
tribunais. Na auséncia dessas, admite-se a contratagdo individual, desde que precedida de
capacitagdo técnica e observados os riscos inerentes, garantindo-se sempre o carater subsidiario
da ferramenta e a responsabilidade integral do magistrado (art. 19, caput, e §§ 1°,2°¢ §3° 1 e
1283,

Determina-se que as empresas estao vedadas de utilizar os dados inseridos para fins de
treinamento ou para quaisquer outras atividades nao autorizadas, bem como de manusear
documentos sigilosos sem anonimizacdo prévia ou sem a implementacgdo de barreiras técnicas
adequadas. Aplicagdes classificadas como de risco proibitivo ou elevado ndo poderdo ser
terceirizadas mediante o emprego de plataformas externas. O Comité € responsavel pela
elaboragdo de um manual de boas praticas, redigido em linguagem clara e acessivel, com
diretrizes voltadas a correta utilizagio dessas tecnologias (art. 19, §§ 3°, Il a V e 4°)%4,

Aos tribunais incumbe proporcionar formagao continua a magistrados e servidores, em
colaboragdo com a Escola Nacional de Formagao e Aperfeicoamento de Magistrados e a Escola
Nacional de Magistrados da Justica do Trabalho, com vistas a permanente atualizacao. Na
hipotese de utilizagdo da inteligéncia artificial generativa por magistrado para a elaboragao de
pecas judiciais, podera haver mencdo expressa a ferramenta empregada no texto final, sendo,
contudo, obrigatdrio o registro interno para fins de estatistica e auditoria. Caso a contratac¢do da
solucdo tenha carater individual, exige-se comunica¢do ao tribunal, que centralizara as
informagdes e as repassara ao Comité (art. 19, §§ 5° ao 8°)*%.

A contratagdo de Large Language Models e demais sistemas de IA generativa pelos

tribunais devera observar estritamente a legislacdo nacional, incluindo a Lei Geral de Prote¢ao
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de Dados Pessoais, a Lei de Propriedade Intelectual e a presente Resolugdo, sendo vedado o
tratamento de dados para fins de treinamento sem base legal apropriada. Compete ao tribunal
promover cursos direcionados a capacitagao dos agentes publicos, abordando restrigcdes e riscos
inerentes a utilizagdo dessa tecnologia. Ressalta-se que esses recursos nao substituem a decisao
humana. O processamento de dados sigilosos em plataformas privadas encontra-se vedado,
salvo excecdes expressamente previstas em lei, desde que mediante anonimizagdo prévia (art.
20,1a V)*°,

Nao se admite a terceirizagdo de sistemas de A para finalidades classificadas como de
risco excessivo ou elevado, sendo exigida das empresas contratadas a ado¢ao de compromissos
formais de confidencialidade e seguranga, incluindo documentagdo técnica atualizada,
implementagao do principio da privacidade desde a concepgao e mecanismos que possibilitem
a nao reten¢cdo do historico de interagdes. Determina-se, ademais, a realizacdo de analise
financeira detalhada, contemplando os custos de implementagdo, manuten¢do ¢ eventual
descontinuidade. Fica expressamente vedada a utilizagdo de dados sigilosos para treinamento
de modelos, salvo se devidamente anonimizados e compativeis com as diretrizes de protecao
de dados (art. 20, VI a X e pargrafo unico)*®’.

As solucdes de IA atualmente em uso ou em fase de desenvolvimento no ambito do
Poder Judiciario deverdo obedecer as normativas vigentes de governanga de dados, incluindo-
se as Resolugdes do CNJ, a LGPD, a Lei de Acesso a Informagdo e demais disposi¢des
correlatas, exigindo-se clausulas contratuais especificas e monitoramento sistematico. Impde-
se, ainda, a publicagcdo periddica de relatorios de conformidade, assegurando-se um nivel
satisfatorio de explicabilidade das decisdes automatizadas, sempre que possivel (art. 22)*8,

Estabelece-se como obrigatdria a inscricdo de quaisquer solucdes de IA no Sinapses,
plataforma que manterd um catalogo estruturado conforme o grau de risco atribuido. Para as
solucdes de alto risco, torna-se exigivel a inser¢cdo do sumario publico da avaliagdo de impacto
algoritmico, resguardando-se informacdes sensiveis ou sigilosas. As solucdes de baixo risco
deverdo ser cadastradas antes da implementagdo, ao passo que as de alto risco precisam ser

registradas logo apds a conclusdo dos estudos preliminares, mas obrigatoriamente antes do

inicio do desenvolvimento. O CNIJ fornecera a infraestrutura necessaria para a realizacao desse
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cadastro, dispensando-se o envio de grandes volumes de dados ou de modelos protegidos por
direitos autorais e de propriedade intelectual (art. 24)?%.

Os dados empregados no treinamento dos modelos de IA deverao, preferencialmente,
provir de fontes estatais, assegurando-se elevados padroes de qualidade, integridade e
conformidade com a LGPD. Essas fontes deverao dispor de mecanismos eficazes de curadoria
e validagdo estatistica. Quando as bases publicas forem insuficientes para o treinamento
adequado, admite-se o emprego de fontes privadas, desde que submetidas a processos rigorosos
de verificagao e validacdo. Ainda que haja contratacao de fornecedores externos, permanece a
obrigagdo de protecdo de dados sensiveis, devendo a coleta restringir-se a0 minimo necessario
para a modelagem do sistema, ndo sendo permitido o armazenamento de informagdes adicionais
ou irrelevantes ao treinamento da IA (art. 26)*°.

Com o proposito de assegurar rastreabilidade e integridade, torna-se imperativo coibir
alteragOes nao autorizadas nos dados antes de sua utilizagdo, devendo-se adotar mecanismos
robustos de controle, tais como gestdo de versdes, utilizagdo de tokens e manutencdo de
registros detalhados de auditoria (art. 27, caput). A implanta¢do e execugdo dessas solugdes
exigem a adog¢do de salvaguardas eficazes para protecdo contra destrui¢cdo, modificacdo ou
divulgacdo indevida, recorrendo-se a criptografia, controles rigorosos de acesso, auditorias
periddicas e monitoramento continuo (art. 29)>!.

A manutenc¢do dos modelos de inteligéncia artificial devera ocorrer exclusivamente em
ambientes seguros, respeitando-se padrdes consolidados de seguranga da informacao, incluindo
revisoes frequentes, criptografia de dados, gerenciamento ativo de vulnerabilidades,
governanga rigorosa € capacitacdo continua das equipes responsaveis. Apds a conclusdo do
treinamento dos modelos, dados pessoais ndo anonimizados deverdo ser imediatamente
descartados, preservando-se somente o estritamente essencial. Recomenda-se, ainda, a adesdo
a normas internacionais reconhecidas, tais como as diretrizes da série ISO/IEC 27000 ou as
recomendacdes do National Institute of Standards and Technology (art. 31)*2.

Além de promover efici€éncia operacional, as solu¢des de IA nao podem comprometer a

capacidade decisoria dos usudrios internos, devendo-se garantir a analise integral dos contetidos

e dos dados que fundamentam as saidas do sistema, bem como a possibilidade de corre¢des e
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reavaliagOes (art. 32). Por sua vez, os usuarios externos deverdo receber informagdes claras e
acessiveis sobre o emprego de IA, em linguagem objetiva e compreensivel, esclarecendo-se
expressamente que as sugestoes geradas pelos modelos nao possuem efeito vinculante, uma vez
que ha supervisdo humana e decisdo final por autoridade competente (art. 33)%.

Ademais, as praticas relacionadas a pesquisa, ao ensino e ao treinamento em [A devem
repelir qualquer forma de preconceito e assegurar a prote¢do da dignidade e da liberdade dos
individuos e grupos, sendo vedados métodos que impliquem riscos graves ou danos potenciais,
tais como a manipulacdo indevida de dados confidenciais (art. 36). Permite-se a adogao de
solugdes de mercado ou de codigo aberto, desde que direcionadas ao fortalecimento da
interoperabilidade entre sistemas judiciais, acompanhadas de garantias de seguranga e
mitigacdo de riscos de dependéncia em relagdo a um tinico fornecedor (art. 38)*4.

Por conseguinte, as solucdes de IA implementadas no judicidrio devem promover
transparéncia na prestacdo de contas, demonstrando os impactos positivos na atividade forense
e na coletividade, identificando responsaveis, avaliando custos, parcerias ¢ os resultados
planejados e efetivamente alcancados, bem como garantindo a divulgacdo de informagdes em
linguagem acessivel ao publico. Quando necessario, o tribunal ou o Comité podera autorizar a
realizagdo de auditoria externa, para verificagcdo independente da conformidade com os
principios normativos (art. 39)*>.

Eventual descumprimento dos principios e diretrizes estabelecidos pela Resolucao
ensejara acompanhamento pelo Comité Nacional, que podera determinar a instauracdo de
auditorias para investigar praticas inadequadas ou eventual auséncia de transparéncia no
tratamento de dados, devendo os resultados apurados ser comunicados aos 6érgaos competentes
(art. 40). Os o6rgaos do Poder Judiciario devem informar ao Comité Nacional qualquer
ocorréncia adversa relacionada ao uso de IA, no prazo maximo de setenta e duas horas,

relatando de forma detalhada os fatos, as provaveis causas e as medidas corretivas adotadas,

cabendo ao Comité recomendar providéncias adicionais, se necessarias>*®.
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Por oportuno, registra-se que a diferenca verificada entre as Resolucdes editadas em
2020 e 2025 sobre a matéria decorre da dinamicidade do contexto histérico e tecnologico que
orientou a formulacio de cada ato normativo?®’.

Na interpretagdo de Renata Azi, os parametros adotados em ambos os instrumentos
normativos divergem de forma substancial, tendo em vista que, no ano de 2020, a aplicagao da
inteligéncia artificial generativa ainda ndo se achava amplamente difundida, circunstincia que
se consolidou no cenario atual. Dessa forma, o novo regramento foi estruturado com o propdésito
de acompanhar essa evolugdo tecnoldgica, incorporando formalidades adicionais voltadas a
tutela da seguranga nos procedimentos regulatorios®®.

Nessa linha, Mabel Guimaraes destaca que a Resolucdo n® 615/2025 introduz novas
exigéncias, incrementando a complexidade dos procedimentos concernentes ao
desenvolvimento, a celebragdo contratual, a utilizacdo e ao monitoramento dessas tecnologias.
A nova diretriz normativa configura uma resposta aos desafios éticos, técnicos e sociais
inerentes ao avanco da inteligéncia artificial, aproximando-se dos mecanismos de controle
delineados na Teoria Pura do Direito de Hans Kelsen, os quais asseguram a validade e a
legitimidade do ordenamento juridico, ainda que pressuponham eventual reducao da eficiéncia
operacional®®.

Alexander Coelho sustenta que a Resolugdo de 2025 constitui um avango em relacao ao
diploma normativo anterior, na medida em que fortalece o protagonismo da supervisdao humana.
Defensor de um modelo hibrido, em que a inteligéncia artificial se apresenta como instrumento
de otimizacdo procedimental sem desconstituir a capacidade deciséria e a sensibilidade
humanas, afirma que o refor¢o das exigéncias regulatérias eleva o nivel de seguranga e garante
a observancia dos preceitos da Lei Geral de Protegio de Dados>®.

No mesmo sentido, o desembargador Marcos Fey Probst argumenta que a nova
disciplina normativa aplicavel a inteligéncia artificial no ambito do Poder Judicidrio encontra-
se plenamente justificada diante da expansao expressiva dessas tecnologias nas esferas social e

econOmica. Para o magistrado, o arcabougo normativo vigente institui salvaguardas essenciais
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a observancia dos principios de ética, transparéncia e governanca, impondo maior rigor a
circulagdio de informagdes destituidas de fundamentacdo técnica ou juridica adequada’®'.
Corrobora-se, assim, que a nova Resolugdo n® 615/2025 visa compatibilizar a inovagao
tecnologica com a protecao dos valores estruturantes do ordenamento juridico, buscando
mitigar riscos como a reproducdo de vieses, a afronta a privacidade e a auséncia de
responsabilizacdo. Nao obstante, cumpre salientar que a exigéncia de requisitos normativos
mais rigorosos pode acarretar desafios operacionais para unidades jurisdicionais desprovidas

de estrutura adequada, o que eventualmente amplia as disparidades internas do sistema®2.

4.4 Capacitacao e adaptacao dos profissionais ao uso da Inteligéncia Artificial

Para além da regulamentacdo da Inteligéncia Artificial, faz-se necessario, também, a
capacitagdo dos profissionais para o seu uso. Conforme aponta Lucas Carini, a auséncia de
treinamento especifico pode dificultar a implementacdo pratica das regulamentagdes, tornando
as normas ineficazes. Obstaculos adicionais, como a falta de recursos, a resisténcia a mudangas
estruturais e as pressdes economicas contrarias a aplicacdo das diretrizes, agravam o problema.
Para enfrentar tais desafios, torna-se necessdrio um esfor¢o conjunto entre legisladores,
reguladores, desenvolvedores, usuarios e a sociedade civil, com o objetivo de implementar
estratégias de fiscalizagdo e incentivo mais abrangentes e eficazes no contexto do uso dessas
tecnologias®®.

No cenario internacional, o direito comparado apresenta exemplos de iniciativas
voltadas a capacitacao profissional no uso de Inteligéncia Artificial. Um exemplo € a aprovagdo
do Artificial Intelligence Training for the Acquisition Workforce Act (Al Training Act) nos
Estados Unidos, em 17 de outubro de 2022. Predita legisla¢do estabelece diretrizes especificas
para o treinamento de servidores publicos federais que atuam em areas como gestdo de
programas, aquisi¢oes e pesquisa. O intuito € capacita-los a lidar com as capacidades, riscos e

tendéncias relacionadas a Inteligéncia Artificial, assegurando um preparo adequado para as
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demandas impostas pela crescente incorporagao dessa tecnologia nos processos administrativos
governamentais®®,

O programa de treinamento previsto na legislagdo norte-americana ¢ obrigatério para
servidores de agé€ncias executivas federais, com exclusao especifica do Departamento de Defesa
e da Administragcdo Nacional de Seguranca Nuclear, delimitando seu alcance aos setores civis.
Os temas abordados incluem os fundamentos cientificos da Inteligéncia Artificial, suas
aplicagdes praticas na gestao publica e os riscos associados, como discriminagdo e questoes de
privacidade. O programa também examina estratégias para mitigar os desafios existentes, bem
como tendéncias futuras e suas implicacdes, especialmente no contexto de inovagdes
tecnologicas e seguranca nacional, direcionando o uso da A em instituigdes publicas de forma
estruturada’®>.

No Brasil, as agdes voltadas ao treinamento de profissionais estdo predominantemente
concentradas no Poder Judicidrio, que tem expandido o uso da Inteligéncia Artificial em suas
atividades. A Pesquisa “TIC Governo Eletronico 2023” revelou que 68% das instituicdes
judiciais ja utilizam ferramentas de IA, em contraste com 58% no Legislativo e 25% no
Executivo. Com a ampliagdo do uso dessas tecnologias, a capacitagdo dos agentes que as
operam, direta ou indiretamente, torna-se cada vez mais necessaria para assegurar sua aplicagao
adequada’®®.

Na visdo de Lucas Carini, a formagao de profissionais envolvidos no desenvolvimento
e aplicagdo de sistemas de Inteligéncia Artificial no ambito do Poder Judiciario ¢ essencial para
uma integragdo eficaz dessa tecnologia ao sistema juridico. A regulamentag¢do, conforme
discutido anteriormente, pode prever programas obrigatorios de treinamento e qualificagdo,
abrangendo magistrados, advogados e outros agentes do setor. Tais iniciativas visam garantir o
uso responsavel e adequado da IA, além de minimizar os riscos relacionados a interpretagdes
equivocadas ou a dependéncia excessiva de solu¢des automatizadas®?’.

Apesar de o judicidrio ainda ndo dispor de um sistema uniforme de capacitacdo,

iniciativas tém sido implementadas para suprir essa lacuna. Um exemplo € o curso “Introducao
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a Inteligéncia Artificial para o Poder Judiciario”, que foi estruturado em quatro modulos,
incluindo toépicos como a constru¢do de modelos de 1A, o uso da plataforma Sinapses e o
planejamento de projetos voltados a aplicacdo dessa tecnologia no judiciario®®®.

Conforme informagdes do Conselho Nacional de Justica, os participantes que
concluirem o curso estarao aptos a identificar e propor oportunidades para o uso de IA em seus
tribunais, utilizando os estudos de caso apresentados durante a formagdo. Além disso, poderao
adquirir habilidades para desenvolver e incentivar projetos que incorporem Inteligéncia

Artificial aos processos judiciais, promovendo maior eficiéncia na gestdo institucional®®’.

4.5 Desafios éticos da Inteligéncia Artificial a salvaguarda dos direitos fundamentais

No seio do debate em torno da Inteligéncia Artificial, surgem indagacdes relacionadas
as possiveis violagdes éticas associadas a essa tecnologia. Questdes éticas emergem ao se
considerar se tecnologias que ndo possuem caracteristicas humanas podem ser avaliadas sob
esse aspecto. Jhadson Leonel sustenta que uma linha classica da filosofia defende que a ética ¢
inerente apenas aos humanos, alegando que objetos e acdes carecem de atributos morais
proprios. Segundo essa perspectiva, juizos €ticos dependem exclusivamente da interpretacao
humana e resultam de dindmicas sociais e culturais moldadas pelas intera¢des>!°.

Malgrado o impasse sobre a €tica aplicada a tecnologia, reconhece-se que a IA impacta
as relagdes humanas de forma significativa, gerando implicacdes éticas, especialmente na esfera
dos direitos fundamentais. Gustavo de Souza e Antonio Roveroni sustentam que um dos
principais desafios éticos vinculados a Inteligéncia Artificial estd relacionado ao viés
algoritmico, que afeta diretamente a proteg¢ao dos direitos fundamentais. A problematica refere-
se a tendéncia de sistemas de IA em perpetuar preconceitos e discriminag¢des contidos nos dados
empregados em seu treinamento, como discutido ao longo deste estudo®'!.

Segundo Ande Davis, o viés nos conjuntos de dados origina-se a partir de cinco fatores

principais. Dentre eles, estdo dados de treinamento inadequados, rotulagdes incorretas de
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variaveis ou classes, selegdes parciais ou enviesadas das caracteristicas analisadas,
substitui¢des de classes por proxies imprecisos e decisdes prejudiciais mascaradas como
legitimas com base nas variaveis selecionadas. Sejam intencionais ou acidentais, tais elementos
tém o potencial de ampliar desigualdades e gerar impactos adversos no uso de algoritmos>'2.

O viés algoritmico pode acarretar exclusdes em processos seletivos ou desigualdades
em critérios de concessdo de crédito. Para minimizar esses efeitos, é crucial revisar os dados
empregados, adotar metodologias que favorecam maior diversidade e implementar auditorias
destinadas a identificar e corrigir distor¢oes. Além disso, a criagdo de normas éticas e
regulamentagdes torna-se vital para assegurar que o desenvolvimento dessas tecnologias esteja
alinhado a equidade e a mitigacio de desigualdades estruturais®!?.

Taina Junquilho, integrante do Grupo de Trabalho sobre Inteligéncia Artificial no Poder
Judicidrio criado pelo CNJ, reconhece as vantagens da IA no contexto juridico, mas ressalta os
riscos éticos de sua adogdo, que podem entrar em conflito com os valores fundamentais

protegidos pelo Estado Democrético brasileiro:

No Direito, [...] existem igualmente diversos modos de utilizagdo da IA. Esse uso, no
entanto, pode trazer consequéncias éticas indesejaveis para o sistema de justica e que
ndo condizem com os ditames do Estado Democratico de Direito, o qual exige respeito
a direitos fundamentais como a igualdade, o julgamento justo e imparcial, a ndo
discriminacdo, a fundamentacdo das decisdes judiciais, a ampla defesa e o
contraditorio etc. Em outros termos, o uso de técnicas de AM no Direito pode gerar
problemas singulares para a justica e exigem uma regulagdo setorial, adequada, capaz

de compreender as especificidades dessa aplicagdo®!*.

Em sua Resolugao de 20 de outubro de 2020, o Parlamento Europeu destacou os riscos
inerentes ao uso de tecnologias avancgadas, como a Inteligéncia Artificial e inovagdes correlatas,
especialmente em relagdo a preservacao dos direitos fundamentais e da integridade sistémica.
O judiciario foi identificado como uma area de alto risco, devido aos valores democraticos que

deve preservar, o que evidencia a necessidade de agdes imediatas voltadas a formulagdo e
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aplicagdo de regulamentacdes que equilibrem o estimulo a inovagao tecnolodgica com a prote¢ao
ética e juridica dos direitos fundamentais®!>.

Frohlich e Engelmann reforcam que a adogdo da IA no judicidrio deve ser conduzida
com base em principios fundamentais que orientem cada etapa do processo decisorio, visando
garantir decisdes que sejam justas, eficientes e respeitem os direitos fundamentais das partes
envolvidas. Para os autores, a aplicagdo da IA, quando estruturada segundo tais diretrizes, pode
fortalecer as bases democraticas do sistema juridico, abrangendo elementos como a garantia de
tramitagdo processual célere, o respeito ao devido processo legal, a igualdade entre os litigantes,
a transparéncia procedimental e a fundamentac¢io adequada das decisdes>!®.

Somam-se preocupacgdes relacionadas a capacidade dos sistemas de Inteligéncia
Artificial em oferecer fundamentacdes solidas para decisdes judiciais, particularmente devido
a sua limitacdo em reproduzir elementos humanos complexos, como empatia e discernimento
subjetivo. Ainda que proporcionem vantagens, como maior eficacia e neutralidade na execugdo
de tarefas especificas, surgem indagagdes quanto a transparéncia, a prote¢ao cibernética e aos
parametros éticos envolvidos no emprego dessas tecnologias, além de potenciais repercussdes
sobre os direitos fundamentais. Tais desafios impactam diretamente preceitos juridicos
fundamentais, como a imparcialidade, o contraditorio, a publicidade dos atos processuais € a
garantia de julgamento por autoridade competente?!”.

A capacidade desses sistemas de armazenar e processar grandes volumes de
informagdes intensifica os perigos de violagdes a direitos fundamentais, especialmente quando
faltam mecanismos robustos de seguranca e transparéncia na administracdo dos dados
coletados. A privacidade, reconhecida como direito essencial, exige a implementacdo de
estratégias eficazes que assegurem a gestdo ética e segura das informacgdes pessoais. Imperativo
se faz, portanto, o desenvolvimento de normas regulatorias e medidas técnicas que protejam os
dados em um cenario de crescente relevancia da Inteligéncia Artificial, garantindo que a

interagiio com essas tecnologias respeite a liberdade e a autonomia individuais®!®,
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(2020/2012 (INL)). Bruxelas, 20 out. 2020. Disponivel em:
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230.
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A anonimizagdo de dados surge como uma das principais estratégias para mitigar os
riscos associados ao uso de informagdes pessoais em sistemas automatizados. Medidas como
criptografia e supressdo de identificadores sdo frequentemente adotadas para limitar a
exposicao de dados sensiveis. Contudo, avangos em métodos de reidentificagdo demonstram as
fragilidades dessa abordagem, exigindo a adogdo de solu¢des complementares que ampliem a
protecdo a privacidade®!'’.

No entendimento de Dora Kaufman, o desenvolvimento e a proliferacao de sistemas de
IA levantam importantes preocupacdes é€ticas relacionadas aos impactos adversos sobre a
autonomia pessoal e a organizacdo social. Um dos aspectos mais criticos ¢ o possivel
comprometimento do livre-arbitrio, ja que algoritmos avangados podem identificar padroes
ocultos nos dados de usudrios, viabilizando estratégias voltadas a previsdo, influéncia ou
manipulagdo de comportamentos humanos de maneira sutil e, por vezes, imperceptivel**°.

A aplicagdo dessas capacidades por plataformas digitais e dispositivos tecnologicos
pode resultar na inducao de decisdes que ndo representam integralmente a vontade do individuo.
Ao mesmo tempo, a intensificagdo do uso de tecnologias de reconhecimento facial amplia
inquietacdes relativas a privacidade, ao criar um panorama de vigilancia constante. O
monitoramento permanente afeta a liberdade dos cidadaos, ao configurar um contexto em que
as acdes e escolhas individuais permanecem sob observagio ininterrupta®?!.

A difusdo de tecnologias como as deepfakes, capazes de reproduzir com exatidao
imagens, vozes e videos, intensifica questdes éticas ao viabilizar a disseminacdo de
desinformacgao e praticas fraudulentas. No ambito trabalhista, a automagdo impulsionada por
sistemas inteligentes, mais ageis € economicamente vantajosos, eleva os riscos de substitui¢cao
da mao de obra humana em variados setores. Citadas mudancas possuem o potencial de
reconfigurar profundamente as relagdes laborais, agravando desigualdades sociais e
econdmicas e exigindo ajustes em politicas publicas e regulamentacdes que conciliem o avango
tecnologico com a protegdo de direitos fundamentais®?2.

Outra abordagem para o enfrentamento dos desafios éticos gerados pela [A, consiste na

adocao do conceito de privacidade por design, que integra a prote¢do de dados como elemento
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central desde as etapas iniciais de desenvolvimento dos sistemas, assegurando que medidas de
seguranc¢a sejam aplicadas de maneira continua e sistematica. Dentre as praticas correlatas,
destaca-se a minimizagdo de dados, que prevé a coleta limitada apenas as informacgdes
estritamente necessarias para o funcionamento das tecnologias de IA. De forma complementar,
tais iniciativas contribuem para a criagdo de sistemas compativeis com normas €ticas e juridicas
que regem o uso responsavel de tecnologias emergentes>23,

Em consonancia, surgem iniciativas voltadas a incorporagao de principios €ticos nos
algoritmos e sistemas de Inteligéncia Artificial, além da capacitacdo dos profissionais
envolvidos em sua concepg¢do, como engenheiros, cientistas da computagdo e especialistas em
IA. Durante as etapas de desenvolvimento e modelagem desses sistemas, torna-se fundamental
analisar os impactos éticos e socioecondmicos das tecnologias, abordagem que tem sido
denominada “ética by design”. A prética busca inserir reflexdes éticas desde a concepgao dos
modelos, direcionando as inovagdes tecnologicas por valores que priorizem a responsabilidade

e promovam beneficios coletivos®*.

4.6 Principais preocupacoes éticas relacionadas ao uso de Inteligéncia Artificial no

Poder Judiciario

As inquietagdes éticas que permeiam a utilizagdo da Inteligéncia Artificial no &mbito do
Poder Judicidrio brasileiro abrangem um conjunto coordenado de dimensdes técnicas,
normativas € operacionais, intimamente vinculadas a integridade do processo judicial e a
eficacia das decisdes automatizadas®>.

A precisdo e o equilibrio das bases de treinamento constituem o marco inicial da analise,
uma vez que padrdes distorcidos, desproporcionais ou inadequados nos dados utilizados
resultam em conclusdes comprometidas, aptas a reproduzir desigualdades e a contrariar os

principios de neutralidade e isonomia que regem a atividade jurisdicional. Tal risco decorre da

323 ABREU, Heinrich Dapper de; SANTOS, Marcelo da Silva dos. Privacidade em ambientes de 1A: protegdo de
dados pessoais em sistemas de IA. Jornada Académica, v. 7,n. 1, p. 2-2,2023. Disponivel em:
https://innova.faqi.edu.br/index.php/jornada/article/download/36/26. Acesso em: 10 dez. 2024, p. 1.

324 KAUFMAN, Dora. Inteligéncia Artificial e os desafios éticos: a restrita aplicabilidade dos principios gerais
para nortear o ecossistema de IA. PAULUS: Revista de Comunica¢do da FAPCOM, v. 5,1n. 9, 2021. Disponivel
em: https://revista.fapcom.edu.br/index.php/revista-paulus/article/view/453/427. Acesso em: 10 dez. 2024, p. 82.
325 BRASIL. Conselho Nacional de Justica. Painel de Projetos de IA no Poder Judicidrio —2023. Brasilia: CNJ,
2024. Disponivel em: https://paineisanalytics.cnj.jus.br/single/?appid=43bd4f8a-3c8f-49¢7-9311-
52b789b933c4&sheet=e4072450-982¢c-48{f-9e¢2d-361658b99233 &theme=horizon&lang=pt-
BR&opt=ctxmenu,currsel&select=Ramo%20da%20Justi%C3%A7a,&select=Tribunal,&select=Seu%20Tribunal
/%20Conselho%20possui%20Projeto%20de%20IA. Acesso em: 5 nov. 2024.


https://innova.faqi.edu.br/index.php/jornada/article/download/36/26
https://revista.fapcom.edu.br/index.php/revista-paulus/article/view/453/427
https://paineisanalytics.cnj.jus.br/single/?appid=43bd4f8a-3c8f-49e7-931f-52b789b933c4&sheet=e4072450-982c-48ff-9e2d-361658b99233&theme=horizon&lang=pt-BR&opt=ctxmenu,currsel&select=Ramo%20da%20Justi%C3%A7a,&select=Tribunal,&select=Seu%20Tribunal/%20Conselho%20possui%20Projeto%20de%20IA
https://paineisanalytics.cnj.jus.br/single/?appid=43bd4f8a-3c8f-49e7-931f-52b789b933c4&sheet=e4072450-982c-48ff-9e2d-361658b99233&theme=horizon&lang=pt-BR&opt=ctxmenu,currsel&select=Ramo%20da%20Justi%C3%A7a,&select=Tribunal,&select=Seu%20Tribunal/%20Conselho%20possui%20Projeto%20de%20IA
https://paineisanalytics.cnj.jus.br/single/?appid=43bd4f8a-3c8f-49e7-931f-52b789b933c4&sheet=e4072450-982c-48ff-9e2d-361658b99233&theme=horizon&lang=pt-BR&opt=ctxmenu,currsel&select=Ramo%20da%20Justi%C3%A7a,&select=Tribunal,&select=Seu%20Tribunal/%20Conselho%20possui%20Projeto%20de%20IA
https://paineisanalytics.cnj.jus.br/single/?appid=43bd4f8a-3c8f-49e7-931f-52b789b933c4&sheet=e4072450-982c-48ff-9e2d-361658b99233&theme=horizon&lang=pt-BR&opt=ctxmenu,currsel&select=Ramo%20da%20Justi%C3%A7a,&select=Tribunal,&select=Seu%20Tribunal/%20Conselho%20possui%20Projeto%20de%20IA

98

dependéncia da IA em modelos estatisticos, cuja aplicagdo inadequada refor¢a disparidades
preexistentes entre os casos submetidos a analise?°.

A questao da transparéncia constitui aspecto relevante, uma vez que a auséncia de acesso
aos mecanismos internos dos modelos inviabiliza a compreensao da logica empregada nas
etapas de treinamento ou decisdo automatizada. A opacidade dificulta a avaliacdo da
consisténcia metodologica, o acompanhamento do desempenho e a correcdo de falhas
sist€émicas, ao passo que compromete o controle externo, inviabilizando anélises independentes
por especialistas. A caréncia de mecanismos auditaveis fragiliza a confianca no sistema,
dificultando a detec¢io e a contestagio de resultados potencialmente prejudiciais®’.

No campo da responsabilizacdo, a indefini¢do acerca de a quem atribuir os danos
derivados de decisdes inadequadas enfraquece a accountability e a previsibilidade do processo
judicial. A auséncia de pardmetros objetivos quanto ao grau de autonomia do algoritmo e ao
dever de supervisdo humana resulta em lacunas que dificultam a repara¢ao de injusticas ¢ a
identificagio de responsaveis por eventuais inconsisténcias?®,

A protecao da privacidade das partes processuais destaca-se como uma dimensao central
de avaliagdo. O tratamento extensivo de dados sensiveis, aliado a capacidade dos sistemas de
integrar grandes volumes de informagdes, intensifica os riscos de exposi¢cdo indevida e de
violagao do sigilo processual. A auséncia de salvaguardas técnicas adequadas pode extrapolar
0s objetivos originais da coleta, afetando diretamente o principio da proporcionalidade e a
conformidade com os preceitos legais, como os dispostos na LGPD3?.

A falta de explicabilidade quanto as decisdes automatizadas apresenta-se problematica
em varias fases, desde o treinamento até a implementagdo pratica, pois, sem ferramentas que
esclaregcam as variaveis consideradas e seus respectivos pesos, a supervisao humana torna-se
limitada, dificultando a revisdo das recomendacdes do sistema. O desconhecimento da logica
subjacente aos resultados inviabiliza o aperfeicoamento continuo das praticas e complica a
identificagiio de causas para falhas, prejudicando a introdugio de medidas corretivas eficazes™°.

No que atine a substituicao de fungdes humanas, a automacao de tarefas classificatorias

ou analiticas levanta questdes sobre a qualidade da prestacdo jurisdicional. A percepcao de
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sutilezas e o tratamento de situagdes atipicas, caracteristicas inerentes ao julgamento humano,
podem ser comprometidos, conduzindo a uma abordagem estritamente estatistica das demandas
judiciais, cenario que afeta de modo significativo a analise processual e dificulta o equilibrio
entre agilidade e consisténcia nas decisdes judiciais®>!.

Acresce-se a isso, a dificuldade de auditoria nos processos de treinamento dos modelos
intensifica a complexidade do tema. A caréncia de documentagdo detalhada e de mecanismos
claros para verificar a selegdo, o balanceamento e a atualizagdo dos dados inviabilizam
intervengdes preventivas e corretivas, tornando incerta a avaliagdo da confiabilidade dos
resultados gerados. Sem critérios objetivos que orientem ajustes, o aprimoramento da
tecnologia torna-se uma tarefa incerta>?,

Referidas limitagdes criam barreiras para a contestagao de resultados produzidos pela
IA. A opacidade quanto a logica interna dos modelos, as restricdes de acesso as fontes dos
dados e a indefinicao das responsabilidades dificultam a formulagdo de impugnacgdes eficazes.
Esse cenario prejudica a legitimidade do processo judicial, compromete a ampla defesa e afeta
a percep¢io de justica e integridade, valores basilares da atividade jurisdicional®3*.

Ao examinar a interconexao dessas dimensoes, constata-se que os riscos nao se limitam
a aspectos isolados, mas configuram um sistema complexo de questdes interdependentes. A
inadequacao das bases de treinamento, a falta de transparéncia dos algoritmos, a fragilidade na
accountability, a insuficiéncia de explicabilidade, os desafios a privacidade e as limitagdes das
auditorias, quando combinados, afetam diretamente a confianga na IA e a sua utilidade como
ferramenta de suporte ao judiciario. O uso responsavel da tecnologia requer uma analise
criteriosa dos parametros €ticos, normativos e técnicos, assegurando consonancia com 0s

valores que norteiam a fung¢io jurisdicional e a protecdo dos direitos fundamentais>*.
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4.7 Medidas adotadas ou planejadas para garantir transparéncia e ética no uso de

Inteligéncia Artificial no Poder Judiciario

As medidas planejadas ou implementadas pelos Conselhos e Tribunais para assegurar
padrdes €ticos e transparéncia no uso da Inteligéncia Artificial concentram-se em diversas areas
estratégicas, as quais buscam integrar a tecnologia de forma controlada e responsavel ao fluxo
jurisdicional. Dentre as primeiras agoes, destaca-se a implementa¢ao de normativas internas,
destinadas a regulamentar a utilizagdo desses sistemas e a estabelecer parametros minimos para
o desenvolvimento, a integracdo e a operacdo de modelos automatizados. Tais normativas sao
necessarias para que a IA atue em conformidade com os principios processuais € os valores
centrais do sistema juridico®*.

Além das diretrizes, salienta-se a divulgacdo de informacdes ao publico sobre os
momentos processuais nos quais a [A ¢ empregada. Esclarecer a fungao especifica da tecnologia
dentro dos procedimentos possibilita que advogados, partes e demais interessados
compreendam claramente sua participagao, o que favorece a transparéncia, facilita o exercicio
dos direitos processuais e reduz questionamentos sobre a validade dos métodos adotados nos
projetos’®.

Outro aspecto relevante ¢ a adocdo de ferramentas explicativas para os resultados
gerados pelos modelos automatizados. Desenvolver interfaces ou mecanismos que identifiquem
as variaveis-chave das conclusdes permite que o uso da [A seja mais compreensivel e previsivel,
além de facilitar o exame critico por operadores do direito. Com isso, assegura-se que as
respostas estejam alinhadas a pratica judicidria e as normas aplicaveis®’.

A realizagdo regular de auditorias internas figura como medida necessaria para preservar
a integridade dos sistemas empregados. Tais auditorias avaliam o desempenho técnico dos
modelos, verificando ndo apenas a qualidade, mas também a atualidade das bases de dados
usadas para o treinamento, possibilitando a deteccdo de falhas, a correcdo de vieses e a

adequacdo dos modelos as exigéncias praticas do sistema judicial®*®.
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No campo da capacitagdo interna, o judicidrio brasileiro tem investido no treinamento
de servidores e magistrados sobre o uso ético e critico da IA. Compreender as limitacdes € os
requisitos técnicos desses sistemas ¢ crucial para garantir que as decisdes automatizadas nao
substituam a analise humana, respeitando os limites impostos pelos principios processuais. A
capacitagdo continuada incentiva que os profissionais atuem de forma proativa, mas consciente,
na gestdo de processos digitais®*.

Outra medida em avaliacdo ¢ a possibilidade de tornar acessiveis, sob condi¢des
controladas, o codigo-fonte e o funcionamento dos sistemas, promovendo uma analise externa.
Tal iniciativa permite que pesquisadores, peritos ¢ a comunidade académica avaliem
tecnicamente os modelos, identifiquem areas de melhoria e verifiquem a confiabilidade dos
sistemas. Em adi¢do, destaca-se a divulga¢do dos modelos e datasets usados no treinamento,
garantindo a rastreabilidade dos sistemas. Ao permitir a verificagdo detalhada das bases de
dados, torna-se viavel identificar lacunas ou vieses que possam comprometer os resultados>*°,

A criagdo de nucleos especializados em ética e transparéncia para a IA, integrados as
estruturas de Tecnologia da Informagdo dos Tribunais e Conselhos, representa uma medida
estratégica. Tais nlicleos desempenham o papel de coordenar, monitorar e atualizar politicas de
uso, alinhando-se a padrdes internacionais e adaptando-se a novas exigéncias regulatorias>*!.

Cumpre salientar que inexiste uma solugdo universal ou definitiva para abordar os
desafios relacionados aos algoritmos discriminatorios ou a aplicagdo da Inteligéncia Artificial.
Embora os riscos apresentem obstaculos, € preciso equilibrar tais limitagdes com os beneficios
que a tecnologia pode proporcionar>*?.

Para tanto, torna-se cogente a ado¢cdo de medidas que assegurem transparéncia nos
critérios empregados no desenvolvimento dos algoritmos e garantam ampla publicidade sobre
as formas de aplicagdo. Igualmente, devem ser criadas regras claras de responsabilidade para
casos de abusos ou usos indevidos, bem como mecanismos eficazes para o controle e a revisao

das decisdes automatizadas®*’.
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Destarte, promover uma cultura ética entre os desenvolvedores e agentes publicos
configura uma etapa indispensavel a identificagdo e minimizacdo de eventuais vieses
discriminatorios presentes nos sistemas. A construcao dos algoritmos deve envolver uma
participacao plural e representativa, de modo a evitar que decisdes enviesadas ou unilaterais

sejam incorporadas nos processos avaliados por meio da 1A%,

4.8 Regulamentac¢ao da Inteligéncia Artificial no Brasil: analise do Projeto de Lei n°

2338/2023

O desenvolvimento ¢ a massificagdo da Inteligéncia Artificial (IA) tém provocado
transformagdes em multiplos setores da coletividade, acarretando impactos de grande
relevancia de ordem econdmica e social. Nesse contexto, tramita no Brasil o Projeto de Lei n°
2338, de 2023, que, desde sua exposi¢ao de motivos inicial, sublinha a necessidade de instituir
um marco regulatdrio para conciliar a prote¢do de direitos fundamentais com o incentivo a
inovacdo tecnologica, harmonizando interesses distintos. A perspectiva defendida lastra-se na
compreensdo de que a regulacdo deve atuar como instrumento de fomento ao avango
tecnologico responsavel e seguro, evitando entraves desmedidos a inovacdo®®.

A proposi¢ao normativa, ja aprovada no Senado e em tramite na Camara dos Deputados,
agrega contribui¢des de iniciativas anteriores, consolidando esfor¢os de diversos segmentos,
tais como especialistas, parlamentares e representantes da sociedade civil, para construir uma
normativa de largo alcance e rigor técnico. Constata-se essa estratégia na criacdo de uma
comissdo de juristas encarregada de examinar legislagdes internacionais, realizar audiéncias
publicas e incorporar sugestoes de multiplos setores. A exposicao de motivos do projeto salienta
que esse processo amplo de consulta resultou em um texto que reflete praticas reconhecidas
mundialmente no campo da 1A%,

O projeto legislativo também disciplina questdes especificas, a exemplo de vieses
discriminatorios, riscos oriundos da automacao deciséria e impactos sobre grupos vulneraveis.
Tais preocupacdes alicercam a inclusdo de principios orientadores que assegurem direitos

fundamentais, como o direito a explicacdo, a contestacdo de decisdes automatizadas e a
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intervencdo humana em processos considerados sensiveis. A fundamentacdo reforca a
centralidade da pessoa humana e a protecdo contra praticas excludentes como alicerces que
perpassam toda a proposta normativa®*’.

Preocupa-se, ainda, em oferecer seguranga juridica aos agentes econdmicos, instituindo
condi¢des regulatorias estaveis que incentivem investimentos € o desenvolvimento de
tecnologias inovadoras. Para tanto, a fundamentagdo indica o emprego de uma metodologia
baseada em riscos, pela qual se determinam critérios proporcionais ajustados ao impacto de
cada sistema de [A, assegurando que as medidas regulatorias sejam adequadas ao nivel de risco
identificado®*®.

A regulamentagdo da Inteligéncia Artificial, proposta no Projeto de Lei n® 2338/2023,
sugere uma estrutura normativa voltada a equilibrar o avanco da tecnologia com a defesa de
direitos fundamentais no Brasil. Sdo fixadas diretrizes que conjugam o progresso tecnoldgico a
valores éticos, ressaltando a dignidade da pessoa humana, a tutela do meio ambiente e a
salvaguarda do regime democratico. A compatibilidade entre desenvolvimento cientifico e
observancia de direitos assegurados conforma a base de um arcabouco regulatério que busca
promover o bem-estar coletivo, em consondncia com os valores constitucionais vigentes (art.
10)349'

Os fundamentos sociais, econdmicos € ambientais que lastreiam o projeto incluem a
igualdade, a privacidade e a autonomia informativa. Almeja-se garantir que os sistemas de [A
atuem em conformidade com os direitos humanos, incentivando a inclusdao e rechacando
praticas excludentes. A proposta enfatiza o respeito a dignidade humana e a pluralidade como
vetores para a aplicacio responsavel das tecnologias (art. 2°)*°,

Ademais, a implementacgao de sistemas de [A deve observar pardmetros técnicos como
transparéncia, explicabilidade e rastreabilidade, considerados pressupostos indispensaveis a
confianga dos usudrios. Tais elementos, além de viabilizarem a supervisdo dos processos
automatizados, também garantem a responsabilizacdo dos agentes envolvidos (art. 3°)%!.

A tipificagdo precisa de “fornecedor” e “operador” de IA, portanto, constitui um ponto

fulcral do Projeto de Lei n°® 2338/2023, pois elimina ambiguidades e promove coeréncia na

aplica¢do das normas correlatas, facultando a fixacao de responsabilidades especificas entre os
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agentes (art. 4°). De igual modo, o direito a explicagdo das decisdes automatizadas configura
um pilar para ampliar o acesso democratico as tecnologias, ao assegurar que os individuos
afetados compreendam os critérios e as logicas subjacentes as decisdes, bem como possam
questionar eventuais prejuizos delas advindos (art. 5°)%2.

A transparéncia ¢ intensificada pela obrigatoriedade de divulga¢do de informacgdes
claras acerca da légica de funcionamento dos sistemas de IA, incluindo as fontes de dados
utilizadas e os potenciais impactos para os usuarios, enquanto a protecao de grupos vulneraveis
ocupa posicio de destaque no texto legislativo (art. 7°)%>.

Determina-se, ainda, que sistemas destinados a publicos como criangas, idosos e pessoas
com deficiéncia sejam desenvolvidos de forma inclusiva, assegurando que tais individuos
compreendam seu funcionamento e possam exercer seus direitos. A partir dessa abordagem
abrangente, a regulamentacdo reafirma seu compromisso com a isonomia € a protecdo de
populagdes especialmente suscetiveis aos efeitos das tecnologias (art. 7°, §3°)3>4,

Os cidadaos impactados por decisdes automatizadas dispdem do direito de conhecer os
critérios subjacentes as decisdes que os afetam, fomentando maior autonomia em sua interacao
com essas tecnologias. Ao viabilizar o acesso as explicacdes, a proposicdo expande a
transparéncia e possibilita que os usudrios tenham controle mais efetivo sobre os impactos
oriundos do emprego dessas ferramentas. Almeja-se, com isso, evitar danos desproporcionais
e resguardar a justica nas relagdes digitais (art. 8°)%°.

O direito de contestar decisdes automatizadas consiste em outro aspecto essencial da
regulamentacdo, facultando aos individuos solicitarem revisdes humanas em cendrios de
impacto juridico substancial. A medida reconhece que as tecnologias, embora avangadas,
podem apresentar falhas ou vieses que comprometam a isonomia. Desse modo, a
regulamentacdo ndo invalida a possibilidade de falhas derivadas da aplicacdo da IA, que podem
ser sanadas por intermédio da interferéncia humana, a partir de pedidos de revisio (art. 9°)**°.

A interdicdo ao uso de sistemas de IA que gerem discriminagdes diretas ou indiretas
reflete o compromisso do legislador com a justica social. A proibicdo abrange praticas que
utilizem dados sensiveis para prejudicar grupos determinados ou que acentuem desigualdades

estruturais (art. 12). Outrossim, o projeto classifica os sistemas de IA segundo o grau de risco,
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impondo exigéncias proporcionais para aqueles enquadrados como de alto risco. Dentre essas
medidas, figuram avaliacdes de impacto algoritmico e a instituicdo de governanga especifica
para coibir potenciais danos (art. 13)**7.

Os sistemas tidos como de risco excessivo sdo vedados, notadamente aqueles que
exploram vulnerabilidades ou induzem comportamentos prejudiciais. A regulamentagdo
enfatiza a necessidade de proteger individuos e grupos contra efeitos irreversiveis que essas
tecnologias possam gerar (art. 14)°%,

Nesse ponto, cumpre mencionar que as expressdes “alto risco” e “risco excessivo”,
presentes no ordenamento juridico europeu, inspiraram diretamente a proposta de
regulamentacdo da IA brasileira. Estabelece-se que um sistema de IA se enquadra em alto risco
quando seu funcionamento autdnomo pode acarretar danos a individuos de maneira aleatoria e
imprevisivel, ultrapassando o limite do que se consideraria razoavel. De forma semelhante, as
hipdteses de alto risco e de risco excessivo previstas no regulamento europeu encontram
equivalentes nas categorias propostas pelo Projeto de Lei brasileiro, demonstrando a
confluéncia normativa entre os contextos legislativos®>.

Nota-se que a proposta de regulamentacdo elenca atividades que, quando
desempenhadas por sistemas de IA, sdo classificadas como de alto risco, dada a repercussao
potencial sobre direitos fundamentais e segurancga. Dentre tais atividades, destacam-se aquelas
relacionadas ao ambiente de trabalho, como recrutamento, triagem, avaliacdo de candidatos,
decisdes acerca de promogdes ou encerramento de vinculos, além da alocagdo de tarefas e
monitoramento de desempenho. Outra categoria refere-se a veiculos autdnomos, sobretudo
quando seu uso representa riscos a integridade fisica das pessoas. Também se inclui na lista a
utilizacdo de IA para avaliar a capacidade de endividamento de pessoas fisicas ou para fixar
classificacdes de crédito®®’.

A governanca dos sistemas de A ¢ pormenorizada no texto, impondo a documentacao

de todo o ciclo de vida das tecnologias, desde a concepgao até a descontinuacao (art. 19).
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Sistemas de alto risco, por sua vez, ficam sujeitos a providéncias adicionais, como a realizacao
de testes rigorosos e o monitoramento constante de vieses discriminatorios. A composi¢ao de
equipes heterogéneas para o desenvolvimento dessas tecnologias também ¢ incentivada, com
vistas a ampliar a representatividade e a mitigar problemas sociais estruturais (art. 20)>°!.

O setor publico assume papel relevante na proposi¢ao em tetla, com a exigéncia de
consultas publicas e avaliagdes de impacto antes da implementacao de sistemas de IA. Tais
providéncias asseguram maior controle social e incrementam a transparéncia na utilizagao de
tecnologias pelo Estado (art. 21)°%2.

A avaliagdo de impacto algoritmico ¢ uma inovagdo introduzida pela proposta,
obrigatdria para sistemas de alto risco. O processo abrange analises técnicas, juridicas e sociais,
a fim de identificar riscos e propor medidas de mitigagdo (art. 22). A responsabilizacgdo civil ¢
outro ponto basilar abarcado pela proposicao. Para sistemas de alto risco, adota-se o regime de
responsabilidade objetiva, ao passo que, para tecnologias de menor risco, presume-se a culpa
do agente (art. 27)¢,

Conforme aponta Gustavo da Silva Melo, o proprio diploma delimita as hipdteses que
excluem a responsabilidade dos agentes no uso de sistemas de IA. Dentre as situagdes
elencadas, estdo aquelas em que os agentes comprovam que ndo colocaram o sistema em
circulacao ou demonstram que o dano foi provocado exclusivamente por acdo da vitima, de
terceiro ou por caso fortuito externo (art. 28). Ja o artigo 29, ao disciplinar relagdes de consumo,
determina a aplicagdo das normas insertas no Codigo de Defesa do Consumidor, integrando a
regulamentacdo especifica da IA com a prote¢do ja consolidada no ordenamento juridico
brasileiro em matéria consumerista®%.

De outra parte, a instituicdo de codigos de boas praticas ¢ estimulada pela
regulamentacao, permitindo que agentes de IA estabelecam padrdes éticos e técnicos em suas
operacdes. Consoante a proposta de regulamentacdo, tais cddigos incluem medidas
pedagogicas, supervisdo interna e estratégias de mitigacao de riscos (art. 30). O projeto também

preve a supervisao por uma autoridade competente, encarregada de regulamentar, fiscalizar e
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aplicar sanc¢des administrativas, devendo zelar pela conformidade com as normas postas e
promover a integridade na utilizagdo de sistemas de IA (art. 32)¢>.

Para além da disciplina atinente responsabilidade civil (art. 27), a proposta de
regulamentac¢do prevé uma ampla gama de san¢des administrativas incidentes sobre os agentes
de IA. Dentre as quais, sobressaem a adverténcia, multas proporcionais ao faturamento do
infrator, a publiciza¢do das infragdes e até mesmo a suspensdo ou proibi¢do de atividades
relacionadas ao uso de sistemas de IA. A pluralidade de sangdes demonstra a preocupagao do
legislador em constituir um regime regulatorio equanime, que considere tanto a gravidade da
infracdo quanto a possibilidade de reabilitacdo do agente, aplicando medidas punitivas e
educativas conforme o caso (art. 36)°,

Outro ponto relevante ¢ a énfase nos critérios que norteiam a aplicagdao das sancoes, a
exemplo da boa-fé do infrator, da gravidade dos danos e da reincidéncia. A regulamentagdo
ainda prevé atenuantes, como a comprovagao de esfor¢os para mitigar riscos e a adogao de boas
praticas, incentivando os agentes econdmicos a investirem em governanga ética e compliance
regulatorio. Outrossim, a previsdo de providéncias preventivas, como a multa cominatoria,
constitui recurso relevante para obstar danos graves ou irreparaveis, viabilizando respostas
céleres por parte da autoridade competente antes do desfecho do processo administrativo>®’.

Por fim, a proposta estimula a inovacdo ao introduzir o ambiente regulatorio
experimental, denominado sandbox regulatorio. Tal espaco viabiliza a testagem de tecnologias
baseadas em IA em condi¢des controladas e supervisionadas, garantindo seguranga juridica e a
preservacao de direitos fundamentais. Esse modelo também propicia a articulagao entre o setor
privado, os orgdos reguladores e a sociedade civil, fortalecendo o didlogo necessario para
edificar um arcabou¢o normativo sintonizado com o progresso tecnoldgico e os principios

éticos decorrentes da Inteligéncia Artificial (art. 38)°6%.
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5 CONCLUSAO

De posse da pesquisa realizada, em particular no contexto do primeiro capitulo,
verificou-se que o Poder Judiciario brasileiro enfrenta obices estruturais que comprometem a
entrega efetiva das decisdes, no que pese a adocao de tecnologias e praticas gerenciais. O afluxo
volumoso de demandas, catalisado pelo incremento do acesso a informagdo, pressiona um
sistema que nao se revela apto a lidar com tamanha litigiosidade. Malgrado a virtualizagdo tenha
mitigado deslocamentos e agilizado ritos, a sobrecarga processual e a morosidade subsistem,
em desalinho com o principio constitucional da duragio razoavel do processo.

A Emenda Constitucional n® 45/2004 objetivou refor¢ar a celeridade, mas inserir
direitos em textos legais ndo basta, se faltarem medidas concretas que assegurem a prontidao
decisoria. O Cddigo de Processo Civil de 2015 valorizou cooperagdo e efetividade, mas
depende de uma cultura institucional que priorize a racionalizag¢do de rotinas e a capacitagdo de
servidores, de modo que as lides sejam concluidas em tempo adequado. Ferramentas como o
processo eletronico e projetos de Inteligéncia Artificial representam avangos, permitindo maior
velocidade no exame de informacgdes e reducao de tarefas repetitivas.

Em resposta ao problema secundério de pesquisa, relativo ao possivel comprometimento
da integridade e exatiddo das decisdes judiciais em razdo da implementagdo de novas
tecnologias, conclui-se que a utilizagao da IA pode acelerar a tramitagcdo processual na medida
em que automatiza tarefas de triagem e busca de precedentes, exigindo, porém, revisao humana
para ndo comprometer a integridade e a exatidao das decisdes judiciais. Todavia, a desigualdade
na infraestrutura e a falta de integracdo institucional ainda limitam o potencial transformador
dessas iniciativas.

Conforme pontuado, a regulamentacdo do uso de Inteligéncia Artificial, adotada pelo
Conselho Nacional de Justica, visa garantir imparcialidade e transparéncia ao emprego de
algoritmos, assegurando a possibilidade de revisdo humana e prevenindo vieses
discriminatorios. Conquanto disparidades regionais e a auséncia de politicas inclusivas
permanecam entraves ao uso amplo de tecnologias, torna-se imperativa a conjugacdo de
evolugao digital com gestdo eficiente e planejamento administrativo, elementos centrais para o
sucesso das novas tecnologias no ambito judicial.

Com efeito, ainda que o Poder Judiciario disponha de orgamento elevado e de muitos
profissionais, isso ndo se converte automaticamente em celeridade. A eficiéncia administrativa,
exigida pelo artigo 37 da Constituicdo, demanda planejamento claro, metas objetivas,

transparéncia na alocagdo de recursos € monitoramento continuo, pois, sem boa gestdo, os



109

investimentos podem ndo gerar impacto na reducao do acervo ou na diminui¢do dos prazos de
tramitagao.

Pode-se concluir que a efetividade do processo ndao depende apenas de inovagdes
legislativas ou tecnoldgicas, mas também da formagao permanente de magistrados e servidores,
da padronizagdo de procedimentos e do uso racional dos recursos. Nao obstante as
transformagdes em curso, subsiste a necessidade de comprometimento efetivo dos Trés Poderes
em prover condi¢gdes estruturais e gerenciais adequadas, sob pena de o principio da duragdo
razoavel do processo permanecer como promessa nao cumprida.

O segundo capitulo evidenciou que a incorporacao de tecnologias de Inteligéncia
Artificial pelo Poder Judiciario brasileiro representa uma evolugao notavel em um curto espago
de tempo. Diversos orgdos judiciais, em diferentes graus de complexidade, tém adotado
solugdes voltadas a classificacdo, a automacgao, a indexagdo de documentos, a organizagao de
tarefas e ao aprimoramento do atendimento ao jurisdicionado. Tal variedade de iniciativas
indica um processo de modernizagdo que ndo apenas se propde a mitigar a sobrecarga
processual, mas também a assegurar respostas mais céleres, em consondncia com o principio
constitucional da duragdo razoavel do processo.

Conquanto se verifique uma expansdao expressiva dos projetos de [A em
desenvolvimento, destacada pelos dados do Conselho Nacional de Justica, ainda subsistem
tribunais que ndo implementaram tais solucdes ou se encontram em estagio inicial. Noutro
vértice, dificuldades atinentes a caréncia de pessoal especializado, restricdes orcamentarias e
incertezas quanto a confiabilidade dos algoritmos evidenciam a falta de homogeneidade na
adogdo das ferramentas tecnoldgicas. Por conseguinte, refor¢a-se a importancia de politicas
estruturantes que promovam a capacitagdo de magistrados e servidores, bem como a
padronizagao de praticas que facilitem a interacdo integrada entre os varios ramos da Justica.

De modo geral, os projetos atualmente em vigor no pais abrangem desde
funcionalidades basicas de OCR e classificacdo de texto até aplicacdes avancadas de analise
preditiva e recomendacdo de minutas. Varios desses sistemas utilizam algoritmos de machine
learning, capazes de processar grandes volumes de dados e extrair padrdes recorrentes,
oferecendo suporte qualificado a prolacdo de decisdes mais consistentes. Tais recursos visam
ao combate a litigdncia predatéria, a deteccdo de casos repetitivos, a padronizacdo de
procedimentos e ao incremento das etapas decisérias, de modo a tornar o tramite processual
mais célere e seguro.

Em muitos tribunais, a IA j& contribui para a criagdo de fluxos automaticos, o reuso de

atos processuais € a simplificacdao das pesquisas jurisprudenciais, fomentando maior seguranca
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juridica e uniformidade no tratamento das demandas. Um dos maiores destaques, nesta seara, ¢
a plataforma MARIA, lancado em 16 de dezembro de 2024, representando uma das iniciativas
mais recentes e promissoras. Tal sistema, fundamentado em avangadas técnicas de linguagem
natural, revoluciona a elaboragao de textos e relatorios, integrando referéncias jurisprudenciais
e normativas de maneira automatizada, o que facilita a conferéncia de consisténcia e coeréncia
nas minutas judiciais.

O impacto positivo dessas inovagdes manifesta-se na maior celeridade das atividades
cartorarias e no alivio das tarefas repetitivas que sobrecarregam magistrados e servidores. Em
resposta ao problema secundario proposto, concernente aos efeitos ja perceptiveis da IA no
ambito do Judiciario brasileiro, observa-se a redugdo dos prazos em algumas unidades ¢ a
diminuic¢do de inconsisténcias decisorias, o que potencializa a uniformidade dos julgados e o
melhor aproveitamento de recursos humanos. A possibilidade de rastrear precedentes,
identificar demandas correlatas e agrupar processos analogos induz, outrossim, a uma
racionalizacdo do acervo, beneficiando tanto a gestdo interna quanto o publico jurisdicionado.

Com base no exposto no terceiro capitulo, por sua vez, conclui-se que o debate em torno
da adogao de IA no judiciério brasileiro ndo pode ignorar os desafios inerentes a esse processo.
Foi possivel identificar, como principais entraves éticos e juridicos aqueles relacionados a
reprodugdo de vieses, a dificuldade de responsabilizagdo em casos de danos e a eventual
relativizagdo do contraditorio e da ampla defesa quando decisdes automatizadas nao recebem
supervisdo adequada do ser humano. Cada um desses desafios precisa ser enfrentado e
superado, tendo em vista que os beneficios da inteligéncia artificial ndo podem ser obtidos as
custas de direitos e da qualidade da prestacao jurisdicional.

Os riscos de discriminagdo algoritmica reiteram a necessidade de mecanismos de
governanga que permitam a verificacdo de inconformidades. Nesse diapasdo, o
desenvolvimento de marcos regulatérios especificos, como o Projeto de Lei n® 2338/2023,
evidencia o reconhecimento de que, embora promissora, a Inteligéncia Artificial deve
submeter-se a balizas juridicas capazes de legitimar seu uso.

O acervo de propostas legislativas convergentes, pautado na transparéncia, na
explicabilidade e na rastreabilidade dos sistemas, reflete uma tendéncia internacional voltada a
mitigar abusos, estando no bojo de estratégias implementadas com vistas a superar as
complexas questdes relacionadas a protecao de dados pessoais, a lisura procedimental dos
sistemas de IA e a seguranca das plataformas tecnoldgicas, que incluem, ainda, os nticleos

especializados em ética e transparéncia para a IA.
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A seguranca de dados e a protegdo a privacidade constituem preocupacgdo central, haja
vista que o processamento maci¢o de informagdes sensiveis eleva exponencialmente a
exposicao a ataques cibernéticos e vazamentos. Embora a Lei Geral de Protecao de Dados
represente notavel avanco, a realidade do Poder Judiciario indica que a publicidade das
informacdes processuais, o compartilhamento de arquivos e o uso de plataformas digitais
impodem cuidado refor¢ado para evitar prejuizos irreparaveis as partes. Mais do que um requisito
formal, o cumprimento rigoroso das normas de seguranga e confidencialidade constitui
imperativo para manter a legitimidade da atuacao estatal e a confianca dos cidadaos.

Outro desafio critico reside na capacitagdo dos agentes que manuseiam diretamente a
IA. A falta de treinamento especifico, associada a resisténcia cultural ao emprego de solugdes
automatizadas, pode conduzir a interpretagcdes equivocadas, uso abusivo ou dependéncia
exacerbada das ferramentas tecnoldgicas.

Em contrapartida, iniciativas de formagao continua, como os cursos promovidos pelo
CNJ, sinalizam um caminho promissor para harmonizar conhecimento técnico e reflexdo
juridica. Sem essa base pedagodgica solida, restaria invidvel coibir desvios éticos ou aplicar com
seguranga os sistemas que se propdem a otimizar a atividade jurisdicional.

A busca pela motivacdo consistente das decisdes automatizadas enfatiza a importincia
de que a IA sirva apenas como ferramenta de apoio, € ndo como substituta da autonomia
decisoria do magistrado. A despeito dos inegaveis beneficios de eficiéncia e celeridade, o
exercicio da jurisdi¢do impde ponderagdo humana, empatia e flexibilidade para lidar com
nuances faticas. Logo, revela-se limpido que a tecnologia, se utilizada de forma acritica, pode
colidir com principios constitucionais como a nao discriminag¢do, a motivacao das decisdes € o
acesso amplo a Justica.

No que tange a indagacdo central sobre em que medida os beneficios e riscos da A
influem na atividade jurisdicional, conclui-se, por derradeiro, que, embora a Inteligéncia
Artificial efetivamente acelere a tramitacao de processos, reduza custos e encoraje uma justica
mais acessivel, existem ameacas a imparcialidade, a seguranga de dados e a integridade
decisoria, caso a governanga seja insuficiente.

Destarte, a tecnologia pode converter-se em instrumento de efetivagdo dos direitos ou
em vetor de desigualdade e inseguranca, a depender do equilibrio entre inovacao responsavel,
supervisao institucional e salvaguarda dos valores constitucionais que regem o Poder Judiciario

em um mundo cada vez mais complexo e digitalizado.
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